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Abstract

Stable patterns can be generated by molecular interactions involving local self-enhancement and long-range inh
contrast, highly dynamic patterns result if the maxima, generated in this way, become destabilized by a second an
reaction. The latter must act local and must be long-lasting. Maxima either disappear and reappear at displaced po
they move over the field as travelling waves. The wave can have unusual properties in that they can penetrate each oth
annihilation. The resulting pattern corresponds to those observed in diverse biological systems. In the chemotactic orie
cells, the temporary signals allow the localized extensions of protrusions under control of minute external asymmetries
by the chemoattractant. In phyllotaxis, these signals lead to successive leaf initiation, whereby the longer-lasting extin
reaction can cause a displacement of the subsequent leaf initiation site by the typical 137.5◦, the golden angle. On seashel
this patterns leads either to oblique lines that can cross each other or to oblique rows of dots. For some of the models
simulations are available athttp://www.eb.tuebingen.mpg.de/abt.4/meinhardt/theory.html. To cite this article: H. Meinhardt,
C. R. Biologies 326 (2003).
 2003 Académie des sciences/Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

Résumé

Des motifs stables peuvent être générés par des interactions moléculaires impliquant des auto-activations loca
inhibitions à longue portée. Par contraste, des motifs hautement dynamiques peuvent se produire si les maxima ain
se trouvent déstabilisés par une deuxième réaction antagoniste. Cette dernière doit agir localement et être de longue
maxima ou bien disparaissent et réapparaissent en d’autres positions ou bien se déplacent sur l’ensemble du champ,
d’ondes circulantes. Ces ondes peuvent présenter des propriétés inhabituelles, par exemple s’interpénétrer sans s’an
motifs qui en résultent correspondent à des motifs effectivement observés dans divers systèmes biologiques. Dan
l’orientation chémotactique de cellules, des signaux temporaires entraînent l’extension localisée de protrusions sous

E-mail address: hans.meinhardt@tuebingen.mpg.de (H. Meinhardt).
1631-0691/03/$ – see front matter 2003 Académie des sciences/Édi
doi:10.1016/S1631-0691(03)00018-0
tions scientifiques et médicales Elsevier SAS. Tous droits réservés.
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faibles asymétries extérieures qu’impose le chémoattractant. Dans la phyllotaxie, ces signaux entraînent l’initiation de
successives, moyen par lequel une réaction ne s’éteignant qu’à plus long terme peut provoquer le déplacement du site
d’initiation foliaire selon l’« angle d’or » typique de 137,5◦. Sur les coquilles de mollusques marins, ces motifs entraîne
formation, soit de lignes obliques qui peuvent s’entrecroiser, soit de rangées obliques de points. Pour une simulatio
voir le site Internet :http://www.eb.tuebingen.mpg.de/abt.4/meinhardt/theory.html. Pour citer cet article : H. Meinhardt, C. R.
Biologies 326 (2003).
 2003 Académie des sciences/Éditions scientifiques et médicales Elsevier SAS. Tous droits réservés.
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1. Introduction

Several pattern-forming processes indicate that
are under control of highly dynamic mechanism
For instance, chemotactically sensitive cells or axo
growth cones stretch out protrusions in a seemin
irregular way, but preferentially toward the directi
to which the cell should move. The subsequent ad
sion of the protrusions to the substrate and their
traction leads to a movement of the cell toward the
get region. Minute external asymmetries are suffici
to achieve a preferential localization of these prot
sions on the cell surface [1,2]. This requires patch-
signals in the membrane that locally reorganizes
cytoskeleton and the insertion of membrane mate
What generates this flashing up of signals? How
these signals localized by external guiding cues?

In other systems, the dynamic aspect of pattern
mation is less obvious. Leaves, for instance, are
quentially initiated closely behind the tip of a growin
shoot. Cells leaving this zone of high cell proliferati
become competent to form leaves. On many plants
leaves appear in a helical arrangement. The displ
ment from one leaf to the next is close to the gold
angle of 137.5◦. How are such signals generated th
jump around in the leaf-forming zone?

Pattern formation is accomplished by the inter
tion of molecules. Models that account for pattern f
mation should reveal the required types of molecu
interactions. Therefore, a theory has to describe
concentrations of the molecules as function of po
tion and time. The concentration changes per time
depend on the actual production and decay rate
the molecules and on the exchange with neighb
ing regions by diffusion, active transport or conve
tion. Other substances involved in this process r
ulate these rates. Having equations that describe
concentration changes per time unit allows comp
ing the concentrations at a somewhat later time.
a repetition of such calculations, the total time cou
of the concentration profiles can be obtained, allow
a comparison with the observed patterns. Since th
equations are expected to have non-linear terms,
can be solved, as the rule, only by numerical metho

The analysis of pigment patterns on tropical s
shells [3,4] has provided an inroad into proces
that generate permanently changing spatial patte
Fig. 1A provides an example. A mollusc can enla
its shell only by addition of new material at the gro
ing edge. As a rule, only during this marginal grow
new pattern elements are added. Therefore, the
dimensional shell pattern is a time record of the o
dimensional pattering process at the growing ed
Once new material is added at the margin, the pat
remains fixed, since the shell consists of non-livi
calcified material. The pattern on the shell shown
Fig. 1A displays oblique rows of dots. Such a p
tern indicates that local signals for pigment depo
tions are only generated for a certain period, and
these signals disappear and reappear somewhat
at a displaced position. It is easy to see that the h
cal arrangement of seedlings on a fire cone (Fig.
requires an analogous mechanism. For the unders
ing of this dynamic patterning, the generation of sta
patterns has to be described first, since this prov
the prerequisites to understand how these signals
disappear and reappear at a different position.

2. Primary pattern formation by local
autocatalysis and long-range inhibition

Pattern formation from initially more or less h
mogeneous situations is not restricted to living s

http://www.eb.tuebingen.mpg.de/abt.4/meinhardt/theory.html
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Fig. 1. Signals that flash up at displaced positions. (A, B) Both, the pigmentation pattern on a seashell and the seedlings of a fi
time records of a one-dimensional patterning process, either along the growing margin of the shell or in a narrow zone behind
meristem at the tip of the shoot. (C) Model: such patterns can be generated by one activator (black) whose autocatalysis is compenstwo
inhibitors, one that has a long-range but a short-time constant (red) and one that remains more localized but has a long time const
Activation remains spatially confined due to the action of the long-ranging antagonist. The slowly accumulating but long-lasting inhibito
a subsequent deactivation. A new activation can occur only at a position where both inhibitions are low. In the course of time obli
appear (for further computational details and software, see [4]).
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tems. The formation of sand dunes, patterns of e
sion, lightning, stars and galaxies are examples
pattern formation in non-animated systems. The p
sibility of generating patterns by the interaction of tw
substances with different diffusion rates was disc
ered by Turing [5]. However, a different spread
two interacting substances does not guarantee pat
forming capabilities. In fact, only a very restricte
class of interactions allows pattern formation. W
have proposed that pattern formation is based a
cal self-enhancement and long-range inhibition [6–
small local elevations above the average grow
-

ther on the expense of the surroundings. It is e
to see that the examples of inorganic pattern form
tion mentioned above are based on the same pr
ple.

For biological pattern formation, a possible mole
ular realization can consist of a substance that ha
autocatalytic feedback on its own synthesis; we h
called this substance the activatora(x). The produc-
tion rate of the activator is slowed down by a lon
ranging molecule, the inhibitorb(x), which is pro-
duced under the control of the activator. The followi
set of partial differential equations describe a poss
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ibitor,
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Fig. 2. Stable patterns, oscillations and travelling waves: elementary patterns generated by self-enhancement coupled with an a
reaction (equations (1)). (A) Stable patterns result if the inhibitor has a long-range and a shorter half-life than the activator. In grow
first a monotonic gradient is formed. Insertion of further maxima in the enlarging interstices leads to periodic patterns (Da = 0.01, ra = 0.02,
ba = 0.15,Db = 0.4, rb = 0.03, bb = 0). (B) Oscillations occur if the half-life of the inhibitor is longer than that of the activator (Da = 0.015,
ra = 0.06,ba = 0.1,Db = 0.4, rb = 0.03,bb = 0). (C) Travelling waves are possible if under these conditions the activator, but not the inh
diffuses (Da = 0.005,ra = 0.06,ba = 0, Db = 0, rb = 0.03,bb = 0.004). Such waves annihilate each other upon collision. For initiation,
need either a local trigger (as shown) or a pacemaker region.
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interaction:

(1a)
∂a

∂t
= s(a + ba)

2

b
− raa + Da

∂2a

∂x2

(1b)
∂b

∂t
= sa2 − rbb + Db

∂2b

∂x2 + bb

In this equation, letters with subscripts are paramet
the subscripts denote the corresponding substan
For instance,ra, Da, and ba describe the removal
diffusion- and the activator-independent product
rate of the activatora(x); s, the source density
describes the general ability to perform the se
enhancing reaction – the competence of the ce
A necessary condition for the formation of a sta
pattern is that the inhibitor diffuses much faster th
the activator and has a shorter half life, i.e.,
conditionsDb � Da and rb > ra must be satisfied
Whenever the size of the field exceeds the ra
of the activator, a homogeneous distribution of b
substances is unstable (Fig. 2A). The pattern
be initiated by small fluctuations or by materna
supplied asymmetries. At this critical size, a fi
maximum can appear only at the margin of the fie
This is very important for biological application
since the resulting graded distribution can be u
as positional information [9]. In other words, su
a mechanism is appropriate to generate organi
regions and embryonic axes [7,10]. A stable situat
is reached when an activator maximum is in bala
with the surrounding cloud of inhibition. The resultin
pattern is in a wide range independent of the mod
initiation. Stable periodic patterns emerge if the size
.

the field becomes larger than the range of the inhib
(Fig. 2A). In a sheet of cells, maxima with more or le
regular spacing can be formed. This is appropriate
the initiation of periodic structures such as bristles.

In contrast, oscillations will occur if the inhibito
has a longer half-life than the activator (Fig. 2B).
non-diffusible inhibitor can lead under this conditio
to travelling waves (Fig. 2C). Such behaviour is w
known from waves in an epidemic. The epidemic c
spread since the autocatalytic agent, the virus,
be transmitted from one individual to the next on
while the antagonistic reaction – the action of the i
mune system – remains confined to theindividuum.
Oscillations and travelling waves play a crucial ro
in many biological systems, for instance in the s
nalling of neurons or in formation of pigment patter
on seashells (see Fig. 3). The theory of oscillating s
tems in biology is well developed [4,11–16].

The two activator-independent production termsba

and bb can have important functions.ba is required
to initiate autocatalysis when necessary, e.g., du
regeneration, insertion of new maxima (Fig. 2A)
during oscillations (Fig. 2B). In contrast, a non-ze
bb can suppress the spontaneous onset of activatio
this case, the system remains asleep until an indu
trigger occurs that elevates the activation abov
threshold. In the case of travelling waves, this trig
is obtained from neighbouring cells (Fig. 2C).

The activator–inhibitor reaction is, of course, on
an example. In most inorganic systems with patt
forming capabilities, the antagonistic effect resu
from a depletion of a prerequisite that is required
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Fig. 3. Travelling waves that penetrate each other. (A) The shell ofTapes literatus. Oblique lines result from a wave-like movement of t
signals in the mantle gland that cause pigment deposition. The crossings of the lines result from mutual penetration of waves. (B) S
of wave formation and penetration. The local depletion of a substrate (b in equations (3); green) leads to a local destabilisation. The diffu
of the activator (black) causes a trigger of neighbouring cells where the substrate concentration is still high. If two waves collide, the
concentration first drops but recovers due to the concomitant drop of the long-ranging inhibitor (red). The site of collision becomes
starting point of two divergent waves. (C) Simulation in a larger field [3,4]. Wave formation does not require a pace maker or a local i
Penetration and Y-shaped merging (arrowheads) are correctly described. After a global perturbation, many waves terminate simulta
some cases, waves reappear, preferentially with bifurcations. Some of the initiated branches do not survive (arrow), a fact that strong
the postulated long-range inhibition. Equations (3) withDa = 0.01, ra = 0.08, ba = 0.0001,sa = 1, Db = 0, rb = 0.004, bb = 0.1, cc = 1,
Dc = 0.4, rc = 0.1, sc = 11. The global perturbation is introduced by a general reduction of the activator concentration to 20% of th
value at the time indicated by arrows on the time axis.
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the self-enhancing process. Equations (2) describ
possible interaction between an activatora(x) and a
substrateb(x) that is consumed during the autocata
sis [6]:

(2a)
∂a

∂t
= sb(a2 + ba) − raa + Da

∂2a

∂x2

(2b)
∂b

∂t
= bb − sb(a2 + ba) − rbb + Db

∂2b

∂x2

The substrate is produced everywhere in the fi
with the uniform ratebb. Again, the substrate has
diffuse much faster than the self-enhancing com
nent. This reaction has similarities to the Brussela
reaction [11,17,18] but is somewhat simpler. It h
some properties that differ from the pure activato
inhibitor mechanism. In an activator–substrate syst
upon growth, new maxima are formed preferentia
by splitting of existing maxima. In contrast, in th
activator–inhibitor system, new maxima are trigge
at a distance to existing maxima (Fig. 2A). Such m
ima can be a small fraction of the total field. This d
ference can be explained as follows: in the activat
substrate reaction, the autocatalysis has an intri
upper bound, since it comes to rest if all substrat
used up. This saturation causes a broadening of th
tivated regions. At the centre of such a maximum,
available substrate can become so reduced that a d
tivation occurs in favour of the cells at the flank. Th
leads to a split of the maximum.

3. Self-destabilization of a once established
pattern: jumping signals and penetrating waves

Patterns generated in this way obtain a stable ste
state supposed that the antagonist has a shorter
constant than the self-enhancing component(s).
mentioned above, there are, however, situations i
cating that the corresponding signals are only pre
for a short period. This will occur if a second a
tagonistic reaction, with a longer time constant, is
work, causing a breakdown of the maximum sho
after it has been generated [3,4]. While the prim
antagonist has to spread rapidly, the second antag
has to remain more local to accomplish the desta
sation. Two possible molecular interactions are gi



228 H. Meinhardt / C. R. Biologies 326 (2003) 223–237

) is
en-

-
lso

e-
ing

or

nly
ne

s to
ve

bili-
tion
ion
n,

on
Both
nt
the
es
th
(see

hat
r if
ion,
her
on-
e
d
go-
n-
re-

d
ov–
ion

een
de-
ble
the
ads
an-
ini-
nly.
in

two
nce
due
the
a

es.
aker
urs
al-

th-
cil-

cing
ten-

u-
ve a
l of
ce-
the
en-
sim-
below. The mechanism described in equations (3
an activator–substrate interaction (equations (2))
riched by an additional inhibitorc(x).

(3a)
∂a

∂t
= sb(a2 + ba)

(cc + scc)(1+ saa2)
− raa + Da

∂2a

∂x2

∂b

∂t
= bb − sb(a2 + ba)

(cc + scc)(1+ saa2)
− rbb

(3b)+ Db
∂2b

∂x2

(3c)
∂c

∂t
= rca − rcc + Dc

∂2c

∂x2

The inhibitorc(x), produced under activator con
trol, slows down the autocatalysis, and, therewith, a
the removal rate of the substrateb(x); cc accom-
plishes a Michaelis–Menten-type limitation of the r
action rate at low concentrations of the long-last
inhibitor c; sc describes its efficiency;sa leads to an
upper bound of the autocatalysis at higha concentra-
tions. Eitherb or c can accomplish the long-ranging
long-lasting function respectively.

To give another example, an activator may not o
catalyse a single inhibitor species but two. Again, o
inhibitor has to have a long time constant and ha
spread only slowly. Both inhibitors act in an additi
way.

(4a)
∂a

∂t
= s(a2 + ba)

b + c
− raa + Da

∂2a

∂x2

(4b)
∂b

∂t
= rba

2 − rbb + Db
∂2b

∂x2 + bb

(4c)
∂c

∂t
= rca − rcc + Dc

∂2c

∂x2

Depending on the parameters, the local de-sta
zation by the second long-lasting antagonistic reac
can lead to two different patterns. Either the activat
is permanently shifted into a neighbouring regio
causing travelling waves. Alternatively, the activati
disappears and reappears at a displaced position.
types of behaviours have parallels in very differe
biological systems that should be discussed in
following sections. Transitions between both mod
do occur within one system, indicating that bo
modes have indeed a common molecular basis
Fig. 4).
4. Formation travelling waves without a
pacemaker

If the autocatalytic component spreads somew
faster than the long-lasting antagonistic reaction o
the maximum is somewhat flattened due to saturat
cells at the flank of the maximum can achieve a hig
activator production than in the centre. Under this c
dition, the maximum starts to move (Fig. 3). At th
new position, the maximum will also be ‘poised’ an
thus forced to move further. Since the second anta
nistic reaction is long lasting, the movement will co
tinue into the same direction, i.e., away from the p
ceding activation. This leads to travelling waves.

Modelling of travelling waves is in an advance
state, especially due to the study of the Belus
Zhabotinsky reaction [15,19,20] and wave format
in the slime mouldDictyostelium discoideum [21,22].
However, there are substantial differences betw
these classical travelling waves and those to be
scribed. As mentioned, the classical waves in excita
media depend on a mechanism that is similar to
spread of an epidemic: a self-enhancing reaction le
to an avalanche-like increase, while a long-lasting
tagonistic reaction brings the system back to the
tial situation. These waves need two components o
With appropriate parameters, the interaction given
equations (1) and (2) can produce such waves. If
such waves collide, they annihilate each other, si
a wave cannot enter a region that is refractory
to the remnants of the antagonistic component of
counter wave (Fig. 2C). This mutual annihilation is
typical behaviour of the Belusov–Zhabotinsky wav
The formation of such waves depends on pacem
regions, i.e., on regions in which the oscillation occ
somewhat faster. Here, the next activation occurs
ways a bit earlier, giving rise to the new waves. Wi
out such pacemaker region, all elements may os
late in phase. The small spread of the self-enhan
component leads to a synchronization. There is no
dency for a de-synchronization.

The pattern on the shell shown in Fig. 3A doc
ment a different behaviour. Since the shells preser
space-time record, the oblique lines are a protoco
travelling waves. Obviously, they do not need a pa
maker since there is no particular area from which
waves start. Their crossings result from mutual p
etrations. These features are reproduced in the
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Fig. 4. A model for phyllotaxis. All simulations made in a ring of cells; the rectangles correspond to cut-open cylinders show
concentrations in the ring as a function of time. (A) A reaction in an oscillating regime based on autocatalysis and a single an
reaction is unable to generate also a pattern in space, although the corresponding conditions are satisfied. Activator (black)-deplete
(red) mechanism, equations (2) withDa = 0.002,ra = 0.003,ba = 0.01, Db = 0.2, rb = 0, bb = 0.0005). (B, C) With an additional inhibito
(green), the initially homogeneous oscillation desynchronises. Signals are formed in pairs at 180◦ position and each subsequent pair appe
at maximum distance from the previous signals, i.e., in 90◦ positions (C). Equations (3) are used with parameters as above andDc = 0.0005,
rc = 0.0002,sa = 0.1. (D–F) If the half-life of the inhibitor is longer (rc = 0.0001), the inhibitor remnant from even earlier primordia play
role. Signals appear in a helical arrangement. (E) Same simulation in a plot as it is frequently used in botanical textbooks: youngest
plotted close to the centre, the older further to the margin. The displacement by the golden angle (red lines) is clearly visible. (F) S
of the distributions in the leaf-forming zone. The next primordia form at the position where the long lasting inhibitor is lowest (arrows
sufficient substrate has accumulated. The depletion of the substrate (red, possibly auxin) keeps the signal for the next primordia loca
(3)
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ulation using the interaction given by equations
(Fig. 3B and C). A pacemaker region is not requir
since due to the long-ranging antagonist, the inte
tion has the capability to generate local maxima fr
which waves can start. Turing [5] already describ
in his well-known paper that the spontaneous gen
ation of travelling waves in a homogeneous field
quires the interaction of three substances, a disco
that is almost forgotten. Whether the three compon
interactions of Turing are mathematically equival
to the activator–two-antagonist concept discussed
remains to be shown.

The reason why wave penetration can occur in s
tems employing two antagonists is easily underst
(Fig. 3B). In a reaction according to equations (3)
the appropriate parameter range, the activatora to-
gether with the (non-diffusible) substrateb can form a
steady-state activation. Due to diffusion, the activat
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can spread and infect neighbouring cells. Each ne
activation occurs with some overshoot. The conco
tantly produced surplus of the diffusible inhibitorc

contributes to extinguish the activation of the prec
ing cells, which is more susceptible due to the redu
substrate concentration. Therefore, apparently nor
travelling waves result. However, if two waves collid
the situation is different. At the point of collision, th
spread of both waves comes temporarily to rest. Th
fore, no subsequently activated cells are availabl
extinguish the activation of the cells at the point of c
lision. Since the diffusing inhibitor decays rapidly, t
activation is maintained until the refractory period
the neighbouring cells is over. Cells next to the po
of collision become activated again and extinguish
the diffusible inhibitor the activation of the cells
the point of collision. With this step, the penetrati
is completed. This penetration is therefore connec
with a transient change in the wave velocity, a feat
known from soliton waves in physics.

The shell shown in Fig. 3A displays an intere
ing perturbation. Presumably triggered by an exte
event, several waves terminate at a sudden mom
After a lag period, new waves emerge, that are in r
ister with the terminated waves. This can be simula
under the assumption that the external event led
dramatic reduction of the activator concentration.
terms of the model, after decay of the long-lasting
tagonist, the remnant activation may be high eno
to trigger a new wave. Initially these waves can spr
to both sides, leading to a bifurcation shortly after
general breakdown. This feature is in full agreem
with the natural pattern.

5. Signals flashing up at displaced positions

The wave formation described in the preced
section depends on the shift of the activation int
neighbouring region. As suggested by the exam
given in Fig. 1A, in other systems the activation is n
continuously shifted, but disappears and reappears
displaced position.

If the long-lasting antagonistic reaction has a ran
somewhat larger than that of the self-enhancing c
ponent, such a shift is not possible, since the imm
diate neighbourhood is also poisoned. Under this c
dition, the maxima tend to collapse sometimes a
.

their generation. Such behaviour is especially lik
if the primary pattern forming reaction is also in
oscillating regime. In the case both antagonistic re
tions are realized by inhibitors, both inhibitors have
decay until a new activation can be triggered from
activator-independent baseline production (ba in equa-
tions (4)). The new activation has to appear at a
placed position, since the previous places are still
bidden due to remnants of the long-lasting inhibit
This is clearly visible in the simulation in Fig. 1C
The new activation can only occur in regions whe
the concentration of both the far-spreading (red)
the long-lasting inhibitor (green) becomes sufficien
low. In the time record as given in sea shells, this le
to sequential appearance of spots that have a de
displacement from preceding spots. In the course
times oblique rows of dots emerge.

The question may arise why a simple reaction,
instance, that described by equations (2), is insuffic
for activations that flash up at changing positio
The condition for pattern formation (Db � Da) and
the condition for oscillation (bb < ra) can be satisfied
simultaneously. However, in such a simple syste
all cells would reach the threshold for triggerin
the next activation simultaneously, since the subst
distributes evenly due to its high diffusion rate. On
after this trigger, spatial pattern formation can proc
in which neighbouring cells compete with each oth
Therefore, before the uniform activation can reso
into well-separated maxima, the activation will bre
down due to the depletion of the substrate (Fig. 4
Thus, the generation of well-separated activation
positions with a predictable displacement requires
combined action of two antagonists that differ in th
range and time constant.

6. Phyllotaxis: initiation of leaves along spirals

The regular initiation of new leaf primordia be
hind the tip of a growing shoot [23], the so-call
phyllotaxis, seems to have nothing in common w
any pattern on seashells. This impression is, howe
misleading. On growing shoots as in shells, the n
pattern elements are initiated in a narrow zone.
tip of the shoot, the meristem, contains undiffere
ated cells that divide rapidly. Only cells just leavin
this zone are able to form new leaves. Thus, the l
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dicting that
utgrowth

esponding
Fig. 5. Snapshots of a nerve that grows in vitro. Protrusions are stretched out and are retracted again in a seemingly random way, in
there is a highly dynamic internal pattern-forming system that works even in the absence of orienting signals. To allow an oriented o
minute concentration differences of guiding molecules must be able to bias the position at which these protrusions appear. A corr
model is shown in Fig. 6 (photograph kindly supplied by J. Löschinger).
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forming zone has the geometry of a narrow ring (
recent review, see [24]). Common are leaf arran
ments at which each new leaf appears at alterna
opposing positions (distichous patterns). Also co
mon is a pair-wise arrangement in which each sub
quent pair is rotated by 90◦ (decussate arrangemen
These patterns can be simulated with the basic m
of equations (1) [25]. According to classical mo
els, the initiation of a new leaf is inhibited by exis
ing leaves [26]. Therefore, a new leaf can be initia
only at a certain distance from the last formed le
This long-range inhibition could be a part of the ge
eral pattern-forming mechanism we propose. Toge
with the self-enhancement, our model explains wh
leaf can be formed although it is in the centre of t
leaf-inhibiting zone [27].

Many flowering plants display, however, a he
cal patterns, indicating that that the new leaves
formed at regularly displaced positions, a situat
similar to the displaced dots on the sea shells
cussed above (Fig. 1A). The displacement betw
subsequent leaves is close to 137.5◦, the golden angle
This helical arrangement requires that the position
of a new leaf is not only influenced by the last b
also by the earlier leaves. This is easily understa
able. Imagine that a first leaf exists. The second
appear at 180◦. If the third leaf to be formed is expose
to some inhibitory influence from the first, it cannot
formed at the same circumferential position as the
and will become displaced. By modelling it has turn
out that this requires again two antagonists with d
ferent properties. Assuming only one rapidly diffusi
inhibitor, the asymmetry of the inhibition originatin
from the penultimate leaf would be very low and
reliable positioning influence would be possible. T
situation is different, however, if two antagonists a
involved. The long-lasting but slowly spreading a
tagonist would signal that this angular position n
to the meristem has been used recently (Fig. 4D
E; [8]). According to this model, the helical arrang
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ment does not result from an inhibitory influence
the earlier leaves directly, but from the remnants of
long-lasting antagonist in the leaf-forming zone th
a preceding leaf has left behind at this position. T
view is supported by the recent finding that new l
primordia become rapidly disconnected from the le
forming zone by closing the cellular junctions betwe
the cells [28,29], a feature that would make a direct
hibitory influence of preceding leaves unlikely.

Recent observations have shown that the plant
mone auxin is required as prerequisites in leave
tiation [30,31]. Suppression of auxin transport su
presses leaf initiation, a situation that can be resc
by a local supply of auxin. This suggests that one
the expected antagonistic reaction results from a
pletion of auxin in a wider surrounding. For this re
son, equations (3) have been used to simulate the p
lotactic pattern given in Fig. 4. The spread of au
is assumed there to be accomplished by diffusion
more realistic model has to include its active transp
From the model it is expected that the auxin conc
tration declines at a new leaf initiation site, in contr
to the expectation discussed in the literature [32]
auxin is present but its spread is blocked, it is expec
that the leaf initiation signals remain present but do
form a pattern. This is in agreement with the obser
tion that blocking of auxin transport leads to a rin
shaped expression pattern of markers for organ id
tity [31], i.e., the normal phyllotactic pattern is lost.

In whorl-like patterns, the primordia are closely t
gether around the circumference but their separa
along apical-basal axis is large (for an example s
e.g., [33]). Such patterns support the proposed s
ration into a component responsible for the patte
ing around the circumference (long ranging anta
nist) and a component for a patterning in time, i.e.,
apical-basal patterning (long lasting antagonist). A
particular time, many primordia appear closely spa
in a ring-like arrangement. Only after substantial f
ther outgrowth, the next ring appears.

So far for leaf initiation at changing position
around the meristem, but what generates the si
for the meristem itself? Molecular components fou
in meristem formation (for reviews, see [24,34]) a
compatible with the mechanism for stable pattern f
mation outlined in the introduction.WUS, a homeobox
protein, is regarded as the primary meristem organ
STM is necessary to maintainWUS activation [35] and
vice versa, suggesting thatWUS/STM is part of the
expected activating system.WUS controls theCLV3
gene, a ligand involved inWUS inhibition [36], sug-
gesting thatCLV3 together withCLV1 and CLV2 is
part of the inhibitory system. As expected,CLV3 is
produced only in the activated region, although its
tion is of longer range. Moreover, theCLV genes not
only inhibit WUS, but also promote organ formatio
Thus, meristem/leaf patterning seems to have m
in common with patterning in hydra where a prima
system controls hypostome formation, which, in tu
generates the precondition for a secondary system
initiates the surrounding tentacles [37].

7. Chemotactic orientation of cell polarity

Many cells are able to perform an oriented mo
ment towards a target area that secrete signalling m
cules. With a growth cone on an outgrowing axo
nerve cells posses a ‘search organ’ for path find
(Fig. 5) [38]. The cells are able to detect concen
tion differences of the signalling molecules as low
1–2% on their cell surface and orient their internal p
larity appropriately [1,2]. This requires a very sen
tive detection system. For the oriented movement,
stretch out protrusions preferentially in the directi
to be moved. Many molecules involved in this proc
are known (see [39,40]).

An important hint for the nature of the underlyin
mechanism is the fact that this stretching out and
traction occurs also in the absence of external sign
This indicates a patterning system that is permane
active within a cell. In the absence of external sign
the protrusions are stretched out at more or less
dom orientations (Fig. 5, see also Fig. 7), while in
presence of a signal this dynamic patterning obtain
bias towards the target region. In the following, the
gredients of a mechanism are described, that are
to accomplish this task.

8. Maintenance of the directional sensitivity:
destabilization of the hot spots opens the
opportunity to create new signals

If a pattern-forming system is still in the instab
homogeneous steady state, the system is very s
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Fig. 6. Model for the chemotactic orientation of cell polarity [41]. The external signal (blue) is on one side (arrow) 2% stronger tha
opposite side. It has a positive influence on a cell internal pattern-forming system (activator: green, inhibitor: red). (A) Without satura
signal is very sharp. (B) With saturation in the self-enhancing process, a broader activated zone is formed. (C) If it is realistically ass
some statistical variations in the ability to perform the self-activation exist at the cell cortex, somewhat irregular spots emerge. Th
preferentially on the site oriented towards the signal source. (D–F) If these hot spots have only a limited half-life, new one emerge
older disappear. (G–I) After a change in the orientation of the external signal (arrow), the locations of the temporary signals adapt rap
new direction. Simulation with equations (5),ra = 0.02, ba = 0.1; sa = 0.005; rb = 0.03; bc = 0.005 andrc = 0.013; Michaelis–Menten type
constantcc = 0.2.
are
e.
tua-
red

d
ill
e-

apt
cil-
ed
ble
ld

that
vity
tive to external perturbations. Minute asymmetries
decisive at which position the maximum will emerg
In the absence of such an asymmetry, random fluc
tions can be decisive. The situation may be compa
with a pencil balancing on its tip. It will fall down an
minute differences decide in which direction it w
fall. However, a chemotactic cell has not only to d
cide once in which direction to go but has to ad
permanently to an optimum orientation. The pen
analogy illustrates the problem. After it has dropp
down, i.e. after transition from the instable to a sta
equilibrium, a much higher external influence wou
be necessary to reorient the pencil. This illustrates
the problem is not so much to achieve the sensiti
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isolated
by 90
e the new

ound
apes
Fig. 7. Formation of protrusions at non-random positions in the absence of orienting signals: observations by Killich et al. [45,46] with
cells ofDictyostelium. (A) Protrusions appear frequently pair-wise at opposite positions. After retraction, new pairs emerge displaced◦ .
(B) In the model, the protrusions are regulated back by a long lasting antagonistic signal (red). Their remnants are sufficient to enforc
signals to appear at previously unoccupied places, i.e., at 90◦. (C) Another observed mode is a wave-like rotation of the protrusions ar
the cell. (D) Model: With a small increase of the substrate production (bb in equation (3b)), the activation does not collapse, but esc
into an adjacent region. A rotation of the signal around the cell surface results (calculated with equations (3) andda = 0.0015; ra = 0.02;
si = 0.02± 2.5% random fluctuations;ba = 0.003; sa = 3, db = 0.4; rb = 0; bb = 0.0035 (B) or 0.0045 (D);cc = 0; dc = 0.002; rc = 0.004;

sc = 1).
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but to maintain the sensitivity of a cell even after th
internal amplification already led to a strong intern
pattern.

The following model has turned out to accomplis
permanent sensitivity [41]. The autocatalysis requi
for the internal amplification saturates at high activa
concentrations. This leads to an enlargement of
activated region at a lower absolute level (Fig.
and B). The inhibition spreads rapidly over the wh
cell, leading to an overall competition. Only a certa
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fraction of the cell cortex can become activated
the activation does not spread on the cell surfa
the activated regions need not to be coherent. In
absence of an orienting signal, their positions
determined by fluctuations and appear at rand
With an external signal the internal signals app
where the combined influence of the external sig
and the random fluctuations are highest (Fig. 6C)
stronger external signal will lead to a more focuss
appearance of the internal maxima.

A permanent sensitivity can be obtained if the
internal signals have only a limited half-life. This
the case if a second local antagonistic reaction ca
a breakdown of the individual internal signals afte
certain time. The deactivation of one region leads
lowering of the long-ranging antagonistic reaction a
enforces therewith the formation of a new activation
another position on the cell surface. Which region w
win this race depends on the external signal and
cell internal state of the pattern-forming mechanis
Fig. 6D–I shows snapshot of corresponding distri
tions. On time average, the maxima point in the
rection where the signalling molecule is coming fro
In the simulation, it is assumed tat the external s
nal has a positive influence on the internal pattern
system. After a change in the direction of the exter
signal, the cell internal pattern follows rapidly. Thu
with two antagonistic reactions, the maintenance o
permanent sensitivity in a chemotactic cell require
mechanism analogous to that discussed above for
patterns and phyllotaxis. For the simulation Fig. 6D
the following equation has been used:

(5a)
dai

dt
= si(a

2
i /b + ba)

(sc + ci)(1+ saa
2
i )

− raai

(5b)
db

dt
= rb

n∑

i=1

ai/n − rbb

(5c)
dci

dt
= bcai − rcc

Therein i = 1, . . . , n denotes the surface elemen
(‘cells’). The inhibitorb is assumed to redistribute s
rapidly within the cytoplasm that it can be describ
by averaging. The streaming in the cytoplasm may
hance the redistribution. Each activated surface
ment contributes to its production and it is distribut
over all surface elements(1/n).
l

This model offers a simple mechanism for
important process that plays a role the in the pattern
of the nervous system [38], in the movement
cells during development and during inflammati
[42]. Calcium plays presumably a pivotal role in t
formation of cell polarity [43], a fact that can b
integrated into the model in a straightforward man
[41]. Not yet included into the model is the fact that t
same molecules can work as attractants or repelle
depending on other molecules to which the grow
cone is exposed [44].

9. Coordinated cell shape changes in the absence
of external signals

Observations of isolated cells of the slime mou
Dictyostelium discoideum have shown that even i
the absence of external signals, the formation
protrusions occurs in a non-random way [45,46]. T
modes are especially frequent (Fig. 7A and C). In
first mode, protrusions stretch out at two oppos
sides. After their retraction, a new pair results, w
a 90◦ orientation in respect to the preceding one. T
second mode leads to protrusions that move aro
the cells in a wave-like manner. In terms of the mod
these observations show that in the absence of exte
signals the cells are so sensitive that remnants of
long-lasting antagonist are sufficient for orientatio
As shown in Fig. 7B and D, the model describ
both modes. According to the model, the oscillat
in counter phase corresponds to the leaf initiation
90◦ pairs (Fig. 4B and C), underlining the propos
inherent similarity of phyllotaxis and chemotac
orientation.

10. Conclusion

Highly dynamic pattern-forming processes can
described by one autoregulatory reaction that is
anced by two antagonistic reactions. Such system
low a simultaneous patterning in space and in time
may never reach a stable steady state. Patternin
diverse biological situation is proposed to depend
such processes. The position of the newly formed h
concentrations can either depend on minute exte
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signal (as in chemotaxis) or on the remnants of the
tagonistic effects (as in leaf formation and shell p
terning). The examples given are certainly not exha
tive. The centre finding inE. coli for the localization
of the division plane is based on a wave that oscilla
around the centre, keeping in this way the centre
of any division inhibitor [47]. The known molecule
suggest that this wave formation is based on a sim
mechanism [48].

The destabilization of a once-generated pattern
an antipode in a mechanism in which a pattern le
on the long term to a stabilization of the patte
not to a destabilization, as discussed above.
competence of cells to perform the pattern form
reaction is then preferentially maintained in regio
near to an activated (organizing) region. In this w
the formation of multiple maxima during growth a
shown in Fig. 2A can be avoided. This is an import
prerequisite to generate extended embryonic axe
a reliable way [7,10]. Thus, a positive or a negat
feedback of a pattern on its own adds new features
play important roles in development.
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