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Abstract

This work presents two stock-effort dynamical models describing the evolution of a fish population growing and
between two fishing zones, on which it is harvested by a fishing fleet, distributed on the two zones. The first model cor
to the case of constant displacement rates of the fishing effort, and the second one to fish stock-dependent displace
In equations of the fishing efforts, a control function is introduced as the proportion of the revenue to be invested, for e
The stabilizability analysis of the aggregated model, in the neighborhood of the equilibrium point, enables the deter
of a Lyapunov function, which ensures the existence of a stabilizing discontinuous feedback for this model. This enab
control the system and to lead, in an uniform way, any solution of this system towards this desired equilibrium pointTo cite
this article: R. Mchich et al., C. R. Biologies 328 (2005).
 2004 Académie des sciences. Published by Elsevier SAS. All rights reserved.

Résumé

« Stabilisabilité » d’un système contrôle décrivant la dynamique d’une pêcherie.Ce travail présente deux modèles d
namiques stock-effort décrivant l’évolution d’une population de poissons croissant et se déplaçant entre deux zones
sur lesquelles elle est exploitée par une flotte de pêche distribuée sur les deux zones. Le premier modèle correspon
taux de déplacement de l’effort de pêche constants, tandis que le second modèle correspond au cas de taux stock-
Dans les équations des efforts de pêche, une fonction contrôle est introduite, en tant que proportion du revenu inves
dynamique de pêche, pour chaque flotte. L’étude de la « stabilisabilité » du modèle agrégé, au voisinage du point d’
permet la détermination d’une fonction de Lyapunov qui assure l’existence d’un feedback discontinu stabilisant pour ce
Ceci nous permet de contrôler le système et de mener, d’une manière uniforme, n’importe quelle solution de ce systè
point d’équilibre désiré.Pour citer cet article : R. Mchich et al., C. R. Biologies 328 (2005).
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1. Introduction

The basic subdivision of fishing zones of a coas
state consists on the artisan fishery which oper
on 3 miles from the coast, the coastal fishery
tween 3 and 12 miles and the high sea fishery bey
12 miles (see[8,20,21]). The adjacent coastal sta
who is the owner of the resource evolving in his E
clusive Economical Zone, is responsible for the m
agement of the global fishery which is shared by
above mentioned different types of fisheries. So
order to control the situation, it is important to ha
a good knowledge of the global evolution of the
source and of the activity related to its exploitatio
The fishery management authorities must deal with
possible fishery conflicts resulting, for instance, fro
the simultaneous exploitation of two fishing zones (
quote, for example, the case of the North American
cific Salmon[11,13]). Theoretically, each kind of flee
operates in its zone according to its own fishery ch
acteristics. In practice, the fish stock does not rem
in a given area and frequently moves between two
jacent zones. Consequently, the fishing vessels do
hesitate to cross the fuzzy boundary between two
jacent zones in order to increase their catch.

In Mchich et al.[9], we built a management bio
economical model of a fishery, exploited on two fis
ing zones by two fleets of different characteristi
with constant fishing efforts displacement rates. T
model analysis leads to the determination of con
tions for the durability of the fishing activity. Then
in Mchich et al.[10], we generalized this work[9] to
a model with stock-dependent fishing efforts displa
ment rates. The analysis of this second model sho
the possibility of a limit cycle.

From the point of view of a sustainable fishery,
is better to avoid important variations of the total fi
stock and fishing effort, because large periods of t
with small stocks and small fishing efforts is not
any social or economic interest. Moreover, if the to
stock density becomes too small for some period, t
environmental fluctuations could lead to the extinct
of the stock. Thiscritical situation has been avoide
by introducing a control parameter, in the catcha
ity terms of the model. This made possible to lead
system to a stable equilibrium.

However, it is more realistic to introduce a contr
function depending on time, rather than a control pa
meter. This is the aim of this work, where we introdu
a time dependent control function, in equations
scribing the fishing efforts variation. This control
regarded as an investment proportion of the fishing
come for each fleet.

We first consider a simplest model with consta
rates for the displacement of fleets, to show how
can construct a Lyapunov function, a discontinuo
feedback and to prove the stabilizability of the syste
Next, we consider the model studied in Mchich et
[10], where the displacement rates of the fishing ef
are stock-dependent, and we introduce a control fu
tion to show how to avoid the case of a limit cycle a
to stabilize the system in this case.

In the next section, we describe the first mo
which consists in a system of four ordinary different
equations, governing the two local fish stocks and
two fishing efforts on each fishing area. The model
cludes two time scales, a fast one associated to q
movements between the fishing zones in compar
to a slow one corresponding to the growth of the fi
population and the variation of the total number of v
sels involved in the fishery. We take advantage of
two time scales to build a reduced 2D reduced mo
called the aggregated model. It describes the dyna
of total fish stocks and total fishing efforts, at the sl
time scalet . For this, we use the aggregation meth
of variables (see[2,3,12,15]) which is based on pertur
bation technics and on the application of an adequ
version of the Center Manifold Theorem[7].

Thus, in Section3, we present the aggregated sy
tem and equilibrium points. The analysis of the sta
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lizability of this model, by the construction of a Lya
punov function (see[16]) and a feedback, is given i
Section4. We also describe an equilibrium strategy
finite time; and an extension of our results in the c
where we consider a negative investment. In this
case, we provide bioeconomical interpretations.

In Section5, we analyze the more realistic mod
where the fleets displacement rates are fish st
dependent. We showed in Mchich et al.[10] that if
there is no control in the studied model, and un
some conditions, the dynamics can lead to a sta
limit cycle. So, we introduce a control function (as
investment proportion) in order to avoid this limit c
cle and to stabilize the system. We show that in t
case, any solution of the aggregated system can
to the desired stable equilibrium point.

2. Mathematical model

We consider a model which describes the dynam
of two fish populations of densitiesx1 andx2, located
on a limit zone situated between two different fishi
zones, and exploited by two fleets represented by t
fishing efforts:E1 andE2 (seeFig. 1).

We suppose that two processes occur at two dif
ent time scales. At the fast time scale, the total st
and the total fishing effort are constant. Thus, the
part of the model only describes the displacemen
fish and vessels between the two zones.

At the slow time scale, the total fish stock a
the total fishing effort are not constant. Regard
fish stocks, their evolution, in each specific zone
represented by the stock-effort Schäefer model,
called Graham–Schäefer model (see Schäefer[17]):
the growth of the fish population according to t

Fig. 1. Illustration of two adjacent fishing zones with a small wid
in the sea.
logistic model and its decrease due to the harve
quantityqiEixi .

Concerning the fishing effort, it is assumed to va
with respect to the investment proportion of the fish
revenue. That means that the fleet owners will inv
(or not), with respect to their revenues. Note that
revenue, in the model, is the difference between
income and the cost

We assume that unit prices and unit costs are c
stant. This is a simplifying assumption as prices cou
for example, depend on the abundance of fish avail
on the market at timet , see Allen and McGlade[1] and
Clark [4]. We would like to investigate this process
a future contribution.

According to previous assumptions, the compl
system, at the fast time scaleτ with respect tot (see
Mchich et al.[9,10]), reads as follows:

(2.1)




dx1

dτ
= (kx2 − k′x1) + ε

[
r1x1

(
1− x1

K1

)
− q1E1x1

]

dx2

dτ
= (k′x1 − kx2) + ε

[
r2x2

(
1− x2

K2

)
− q2E2x2

]

dE1

dτ
= (mE2 − m′E1) + εα(t)E1(p1q1x1 − c1)

dE2

dτ
= (m′E1 − mE2) + εα(t)E2(p2q2x2 − c2)

whereri andKi (i = 1,2) represent, respectively, th
intrinsic growth rate and carrying capacity of the sto
in zonei. Patches have distinct characteristics, so
suppose that parametersr1 andr2 are different.

The catchability coefficient of the fleet on zonei

(i = 1,2) is qi . It is supposed to be constant and,
simplicity of calculations, we also assumeqi = 1 (i =
1,2).

Parameterspi and ci (i = 1,2) are, respectively
the unit price of the catch and the unit cost of t
fishing effort unit in zonei, and are assumed to b
constant. The constant coefficientsk andk′ represent
the fish per capita migration rates from zone 2 to z
1 and from zone 1 to zone 2, respectively. The co
sponding migration coefficients for the fishing effo
m andm′ are assumed to be constant.

The functionα(t) is regarded as the proportion
the fishing revenue to be invested, with respect to ti
We assume that: 0� α(t) � 1. We also assume tha
E ∈ [E ,Emax]. Clark et al.[5] and Touzeau[18]
min
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used similar cases where the fishing effort is boun
by two nonvanished values.

We can finally assume thatEmin � 1.

3. Aggregated system and equilibrium points

A simple calculation leads to the following fa
equilibria:

(3.1)

{
x∗

1 = ν1x, x∗
2 = ν2x

E∗
1 = η1E, E∗

2 = η2E

whereν1 andν2 represent the fast equilibrium propo
tions of the stock on each patch, whereasη1 andη2
admit the same interpretation for the fishing effort. A
these proportions are given by:

(3.2)




ν1 = k

k + k′ , ν2 = k′

k + k′

η1 = m

m + m′ , η2 = m′

m + m′
Now, coming back to the complete initial sy

tem (2.1), we substitute the fast equilibria(3.1) and
add the two fish stock and the two fishing effort eq
tions. As

x(t) = x1(t) + x2(t) and

E(t) = E1(t) + E2(t)

one obtains the following system (with respect to sl
time scalet) which is called the aggregated model:

(3.3)




ẋ(t) = rx(t)

(
1− x(t)

K

)
− qE(t)x(t)

Ė(t) = α(t)E(t)
(
px(t) − c

)
where:


r = r1ν1 + r2ν2

K = r

r1ν
2
1/K1 + r2ν

2
2/K2

q = η1ν1 + η2ν2

and{
p = η1ν1p1 + η2ν2p2

c = η1c1 + η2c2

The system(3.3) has 3 equilibrium points:(0,0),
(K,0) and(x∗,E∗), where:

(3.4)x∗ = c
and E∗ = r

(
1− c

)

p q pK
Fig. 2. Illustration of nullclines and equilibrium points.

These points permit us to subdivide the(x,E)-
plane into 4 areas as inFig. 2. This subdivision will
be important for the study of the aggregated sys
stabilizability.

Note that the interesting equilibrium point
(x∗,E∗), under the conditionpK − c > 0. If not,
this equilibrium point does not belong to the po
tive quadrant and no equilibrium point is of intere
for the fishing activity. This is a realizable conditio
It indicates that the fleets will participate to the fis
ing activity only if they are ensured with a positiv
minimal income, i.e.pK − c > 0 is a condition which
permits the viability of the fishing activity and a pos
tive revenue for the fleets owners.

Note also that the aggregated system(3.3)contains
a control functionα(t), in the equation describing th
evolution of the total fishing effort. Thus, in the fo
lowing section, we will study the stabilizability of th
system(3.3) in the neighborhood of the interestin
equilibrium point(x∗,E∗).

4. Main results of stabilizability

4.1. Stabilizability

In order to prove that a system:

ẋ(t) = f
(
x(t), u(t)

)
is globally stabilized, we must prove the existence
a (even discontinuous) feedbacku :Rn → U , such that
the equation:

ẋ(t) = f
(
x,u(x)

)
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is globally asymptotically stable. This returns, in fa
to prove the existence of a smooth Lyapunov funct
of control V (x(t)) satisfying the following assump
tion:

(4.1)∀x �= 0,
〈∇V (x), f (x,u)

〉
< 0

This is a sufficient but not a necessary conditi
For more details about the stabilizability concept, s
for example, the works of Clarke[6] and Rifford[16].

Now, we state the following result:

Theorem 4.1.The function

(4.2)V (x,E) = (x − x∗)2 + Kq

pEmin
(E − E∗)2

where(x∗,E∗) is given by(3.4), is a smooth Lyapuno
function of control associated to the system(3.3).

Moreover, the feedback̄α(x,E) given by:

(4.3)ᾱ(x,E) =




Emin

K

x

E
in RI

0 in RII
Emin

K

x

E
in RIII

0 in RIV

where areasRI , RII , RIII andRIV are given byFig. 2,
ensures that in each area of the(x,E)-plane, the con-
dition (4.1) is satisfied, which will ensure(seeTheo-
rem4.2) the system stabilizability.

Proof. Let us consider the function given by(4.2):

V (x,E) = (x − x∗)2 + Kq

pEmin
(E − E∗)2

This function is aC∞ function with respect to
(x,E). Moreover, it is positive definite (V (x,E) > 0
for all (x,E) �= (x∗,E∗)), and lim‖(x,E)‖→+∞ V (x,E)

= +∞ holds.
Furthermore, the functionV (x,E) satisfies the

condition (4.1); indeed, let us subdivide the(x,E)-
plane into 4 areas as given inFig. 2. Thus, with:

f (x, ᾱ) =
(

rx

(
1− x

K

)
− qEx; ᾱE(px − c)

)

and for allx �= x∗ andE �= E∗, we have:

• In the areaRI , we havex > x∗ andE < r
q
(1− x

K
),

so we choose

ᾱ(x,E) = Emin x
.

K E
Indeed,〈∇V (x), f (x, ᾱ)
〉

= 2(x − x∗)
[
rx

(
1− x

K

)
− qEx

]

+ 2Kq

pEmin
(E − E∗)ᾱ(x,E)(px − c)E

= 2x

[
(x − x∗)

(
r

(
1− x

K

)
− qE

)

+ q

p
(E − E∗)p

(
x − c

p

)]

= 2x(x − x∗)
[
r

(
1− x

K

)
− qE

+ q

(
E − r

q

(
1− x∗

K

))]

(becausex∗ = c
p

andE∗ = r
q
(1− x∗/K))

= 2x(x − x∗)
(

− rx

K
+ rx∗

K

)

= − 2r

K
x.(x − x∗)2

< 0

• In the areaRII , we havex < x∗ andE < r
q
(1 −

x
K

), so we choose

ᾱ(x,E) = 0

Indeed,〈∇V (x), f (x, ᾱ)
〉

= 2(x − x∗)
(

rx

(
1− x

K

)
− qEx

)

+ 2Kq

pEmin
(E − E∗)ᾱ(x,E)(px − c)E

= 2(x − x∗)
[
x

(
r

(
1− x

K

)
− qE

)]

= A.B

where

A = 2(x − x∗) < 0 and

B = x

(
r

(
1− x

K

)
− qE

)
> 0

So〈∇V (x), f (x, ᾱ)
〉
< 0



342 R. Mchich et al. / C. R. Biologies 328 (2005) 337–350

g
at

the
ch-

e

jec-

n-

en

ib-

rst
int

ng
• In the areaRIII , we havex < x∗ andE > r
q
(1 −

x
K

), so we choose

ᾱ(x,E) = Emin

K

x

E

Indeed:〈∇V (x), f (x, ᾱ)
〉

= 2(x − x∗)
[
rx

(
1− x

K

)
− qEx

]

+ 2Kq

pEmin
(E − E∗)ᾱ(x,E)(px − c)E

= −2r

K
(x − x∗)2

< 0

• In the areaRIV , we havex > x∗ andE > r
q
(1 −

x
K

), so we choose

ᾱ(x,E) = 0

Indeed:〈∇V (x), f (x, ᾱ)
〉

= 2(x − x∗)
(

rx

(
1− x

K

)
− qEx

)

+ 2Kq

pEmin
(E − E∗)ᾱ(x,E)(px − c)E

= 2(x − x∗)
[
x

(
r

(
1− x

K

)
− qE

)]

= A.B

where

A = 2(x − x∗) > 0, and

B = x

(
r

(
1− x

K

)
− qE

)
< 0

So〈∇V (x), f (x, ᾱ)
〉
< 0 �

Remark 4.1 (The trajectory behavior when reachin
the nullclines). Let us consider a trajectory starting
an initial point(x0,E0), which is in the areaRIV . So, it
decreases until reaching the nullclinex = x∗. Here, we
have:ẋ(t) = rx(1 − x

K
) − qEx < 0 andĖ(t) = 0, so

the trajectory continue decreasing and enters into
regionRIII . Then, the trajectory decreases until rea
ing the nullclineE = r (1 − x ). On this nullcline,
q K
ẋ(t) = 0 andĖ(t) < 0. So, the trajectory leaves th
nullcline by decreasing and enters into the areaRII .
We can give the same interpretation when the tra
tory reaches the nullclinesx = x∗ andE = r

q
(1− x

K
),

when leaving areasRII andRI , respectively.

Now, we state the following theorem, which e
sures the stabilizability of the system(3.3), with the
discontinuous feedback̄α(x,E):

Theorem 4.2. For the Lyapunov functionV (x,E)

given by(4.2), and the discontinuous feedback giv
by (4.3), associated to the system(3.3), then this sys-
tem is globally asymptotically stable near the equil
rium point(x∗,E∗).

Proof. In order to demonstrate this theorem, we fi
give some notations, to translate the equilibrium po
(x∗,E∗) towards(0,0). For that, we set:

X(t) = (
x(t),E(t)

)
and X∗ = (x∗,E∗)

f̄
(
X(t), β̄(X)

) = f
(
(x + x∗,E + E∗), β̄(X)

)
where

f (x,E) =
[
rx(t)

(
1− x(t)

K

)
− qE(t)x(t);

α(t)E(t)
(
px(t) − c

)]

and

β̄(X) = ᾱ(x + x∗,E + E∗)

whereᾱ(x,E) is given by(4.3).
Thus, the problem(3.3) is reduced to the following

one:

(4.4)Ẋ(t) = f̄
(
X(t), β̄(X)

)
with the equilibrium pointX = 0.

On the other hand, let us consider the followi
Lyapunov function associated to the problem(4.4):

V̄ (X) = V (x + x∗,E + E∗)

whereV (x,E) is given by(4.2).
Now, letX0 be given, then the system:{

Ẋ(t) = f̄
(
X(t), β̄(X0)

)
, t � 0

X(0) = X0



R. Mchich et al. / C. R. Biologies 328 (2005) 337–350 343

-
hat:

if
n-

he

o,

t,

e

l

set

sta-
c-
ets
ate
ds a
fi-

ini-

So,
g a
e

sen
admits a local solution on[0, t0[ (thanks to the Cau
chy–Lipschitz theorem). Moreover, let us assume t

lim
t→t0

X(t) = X1 < +∞
so the system:
{

Ẋ(t) = f̄
(
X(t), β̄(X1)

)
, t � t0

X(t0) = X1

admits also a solution on[t0, t1[. As a consequence,
the functionX(t) remains bounded, then we can co
struct gradually, a global solution of the system(4.4)
on [0,+∞[.

Thus, we must prove that the local solution of t
system(4.4) is bounded. Indeed, sincēV satisfies the
condition(4.1), we have:

d

dt
V̄

(
X(t)

) = V̄ ′(X(t)
)
f̄

(
X(t), β̄

(
X(t)

))
� 0

so, the functiont → V̄ (X(t)) is decreasing on[0, t0[.
If we setc = V̄ (X(0)), then

X(t) ∈ Ec = {
s ∈ R

n, V̄ (s) � c
}

The setEc is closed (becausēV is continuous),
bounded (thanks to the coercivity ofV̄ ). This implies
that the solutionX(t) remains in a compact set. S
this solution is bounded, and we can defineX(.) on
[0,+∞[.

Now, we must prove that the solutionX(t) of the
system(4.4), converges uniformly towards 0. For tha
let us set:V∞ = limt→+∞ V̄ (X(t)) (< ∞, because
X(t) ∈ Ec).

Lemma 4.3.V∞ = 0.

Proof. Let us assume thatV∞ > 0: then, letX(t) be
a solution (in the Euler solutions way) of(4.4), such
that: limt→+∞ X(t) = X∞. So, we necessarily hav
V̄ (X∞) = V∞, and thusV∞ � V̄ (X(t)) for all t � 0
(becauseV̄ (X(t)) is a decreasing function).

Let us consider the functioñX(.) which is a solu-
tion of the following system:

(4.5)

{
Ẋ(t) = f

(
X(t), β̄

(
X(t)

))
, t � 0

X(0) = X∞
As the functiont → V̄ (X̃(t)) is decreasing, we wil

have (from a timet) V̄ (X̃(t)) < V .
∞
In other words, the solution of the system(4.5),
at a given time, enters and remains in the whole
{s, V̄ (s) < V∞}. And thus, from a larger timeT , the
functionX(t) verify:

X(t) ∈ {
s, V̄ (s) < V∞

}
, ∀t � T

Then

V∞ = V̄ (X∞) � V̄
(
X(t)

)
< V∞, for all t � T

Which is absurd. ThusV∞ = 0, which finishes the
demonstration of the lemma.�

So, we finish the proof of the theorem, sinceV∞ =
0 implies that limt→+∞ X(t) = 0. �
4.2. Finite time strategy

The feedback defined in the preceding section
bilizes the system in infinite time. But it is more pra
tical and realistic, for the coastal state and the fle
owners, to describe a strategy which will acceler
the procedure of convergence of the system towar
small neighborhood of the equilibrium point, in a
nite time (seeFig. 3).

Thus, let us consider a trajectory starting at an
tial point A located in the areaRIV . We havex > x∗
andE > E∗, so, we takeα(t) = 0. Thus, the fishing
effort remains constant while the stock decreases.
the trajectory decreases horizontally until reachin
point B on the linex = x∗. Next, when passing th
point B, we change the strategy by takingα(t) = 1,

Fig. 3. A finite time equilibrium strategy. Data have been cho
(in the case of the trajectoryA → B → C → D → (x∗,E∗)) as:
r = 0.5, K = 1, q = 0.5, p = 0.4, c = 0.2.
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in order to keepE(t) andx(t) decreasing, until reach
ing the nullclineE = r

q
(1 − x

K
) at a pointC. When

passing this last point,E continues decreasing whilex
starts increasing, until reaching a pointD on the line
E = E∗. Next, we choose the feedback asα(t) = 0,
and so one remains on the lineE = E∗ until reaching
the equilibrium point.

One can also start from an initial pointA′ in the
areaRII , and make a similar reasoning to reach
equilibrium point(x∗,E∗).

4.3. Extension of the results

In order to avoid any overexploitation of the fis
ery, we think that it will be better for a coastal state
intervene directly in the fishing activity, by imposing
reduction or an increase in the fishing efforts.

This can be done by considering, in systems(2.1)
and (3.3), the investment proportionα(t) as a con-
trol function, bounded between−1 and 1. A negative
control can be seen in this case as a reduction
the decision maker, which is the coastal state in
case) of boats fish capacity (number of boats, tec
cal characteristics.. ). Note that a negative investm
was already used in preceding works, see, for ex
ple, Clark[4] and Clark et al.[5].

Thus, concerning the evolution of fishing efforts
the slow time, they increase or decrease with res
to the investment rate of the fishing revenue, if
revenue of the fishery and the investment rate are
itive or negative. That means that the fleet owners
obliged to invest or disinvest, with respect to their
comes, a part of their revenue to increase or red
their fishing efforts (number of boats, efficiency, ...)

From a mathematical point of view, the results
ready obtained in the preceding sections remain va
one could even find another feedback (for the stab
ability) which is negative in some areas. We think th
this can also be interesting in the case of the stud
the feedback optimality, or in the case where a coa
state has to manage between a national and a for
fleets. We hope to investigate this way in forthcom
works.

We state a result for a negative feedback:

Theorem 4.4.The function

(4.6)V (x,E) = (x − x∗)2 + Kq
(E − E∗)2
pEmin
where(x∗,E∗) is given by(3.4), is a smooth Lyapuno
function of control associated to the system(3.3).

Moreover, the feedback̄α(x,E) given by:

(4.7)ᾱ(x,E) =




Emin

K

x

E
in RI

E − E∗

E
in RII

Emin

K

x

E
in RIII

E∗ − E

E
in RIV

where areasRI , RII , RIII andRIV are given byFig. 2,
ensures that in each area of the(x,E)-plane, the con-
dition (4.1) is satisfied. And the system(3.3) is glob-
ally asymptotically stable, near the equilibrium poi
(x∗,E∗).

Remark 4.2. Similarly to some analysis concernin
a negative control given by Clark[4] and Clark et al.
[5], we analyze the results of our model with neg
tive control. We notice that a problem can occur
the case whereE(px − c) < 0, which implies a neg
ative income. In this case, if one imposes a con
α(t) < 0, which implies an investment withdrawa
thenĖ(t) = α(t)E(px − c) becomes positive, whic
implies an increase in the number of boats. And t
can appear contradictory.

However, we suggest in this case two different
terpretations. The first one is that the control can
regarded as a subsidy from the coastal state to
fleets owners, in order to increase their fishing effo
The second one is that one could see in the investm
withdrawal a reduction of the number of boats, wh
will act positively on their efficiency, and in this cas
we can interpret the fishing efforts as the efficiency
the fishing boats. Note that the fishing effort of a fl
can even be interpreted as the number of boats,
of fishing, boats efficiency... (for this, one can refer
the web-site of the FAO organization[19]).

Proof of Theorem 4.1. In areasRI andRIII , the proof
remains the same as in Theorem4.1. On the other
hand, we have:

• In the areaRII , we havex < x∗ andE < r
q
(1 −

x
K

), so we choose

ᾱ(x,E) = E − E∗
E
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Indeed,
〈∇V (x), f (x, ᾱ)

〉

= 2(x − x∗)
(

rx

(
1− x

K

)
− qEx

)

+ 2Kq

pEmin
(E − E∗)ᾱ(x,E)(px − c)E

= 2(x − x∗)
[
x

(
r

(
1− x

K

)
− qE

)

+ Kq

Emin
(E − E∗)2

]

= A[B + C],
where

A = 2(x − x∗) < 0

B = x

(
r

(
1− x

K

)
− qE

)
> 0

C = Kq

Emin
(E − E∗)2 > 0

So
〈∇V (x), f (x, ᾱ)

〉
< 0

• In the areaRIV , we havex > x∗ andE > r
q
(1 −

x
K

), so we choose

ᾱ(x,E) = E∗ − E

E

Indeed:
〈∇V (x), f (x, ᾱ)

〉

= 2(x − x∗)
(

rx

(
1− x

K

)
− qEx

)

+ 2Kq

pEmin
(E − E∗)ᾱ(x,E)(px − c)E

= 2(x − x∗)
[
x

(
r

(
1− x

K

)
− qE

)

− Kq

Emin
(E − E∗)2

]

= A[B + C]
where

A = 2(x − x∗) > 0

B = x

(
r

(
1− x

)
− qE

)
< 0
K

C = − Kq

Emin
(E − E∗)2 < 0

So

〈∇V (x), f (x, ᾱ)
〉
< 0

Finally, for the global asymptotical stability, th
proof remains the same as the one ofTheo-
rem 4.2. �

Remark 4.3. For the finite time strategy, we can d
scribe it as follows (seeFig. 4).

Thus, let us consider a trajectory starting at an
tial point A located in the areaRIV . We havex > x∗
andE > E∗, so, we takeα(t) = −1, thus, we have two
cases:

(1) The trajectory decreases until reaching the
E = E∗ at a pointB1. In this case, we choose th
feedback asα(t) = 0, and one remains on this lin
until reaching the equilibrium point(x∗,E∗).

(2) The trajectory decreases until reaching the n
cline x = x∗ at a pointB2. Next, when passing
the pointB2, we change the strategy by takin
α(t) = 1, in order to keepE(t) andx(t) decreas-
ing, until reaching the nullclineE = r

q
(1− x

K
) at a

point C. When passing this last point,E continue
decreasing whilex start increasing, until reachin
a pointD on the lineE = E∗. Next, we choose th
feedback asα(t) = 0, and so one remains on th
line E = E∗ until reaching the equilibrium point

Fig. 4. A finite time equilibrium strategy. Data have been cho
(in the case of the trajectoryA → B2 → C → D → (x∗,E∗)) as:
r = 0.5, K = 1, q = 0.5, p = 0.4, c = 0.2.
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One can also start from an initial pointA′ in the
areaRII , and make a similar reasoning to reach
equilibrium point(x∗,E∗).

5. Stabilizability in the case of fish
stock-dependent migration rates

In Mchich et al.[10], we built and studied a mode
which exhibits, under some conditions, a stable li
cycle. The complete system read as follows:

(5.1)




dx1

dτ
= (kx2 − k′x1) + ε

[
r1x1

(
1− x1

K1

)
− E1x1

]

dx2

dτ
= (k′x1 − kx2) + ε

[
r2x2

(
1− x2

K2

)
− E2x2

]

dE1

dτ
= (

m(x2)E2 − m′(x1)E1
) + εE1(p1x1 − c1)

dE2

dτ
= (

m′(x1)E1 − m(x2)E2
) + εE2(p2x2 − c2)

We had taken the migrations rates as:

m′(x1) = 1

αx1 + α0
and

m(x2) = 1

βx2 + α0

and the aggregated system read as follows:

(5.2)




ẋ(t) = rx

(
1− x

K

)
− q(x)Ex

Ė(t) = E
(
p(x)x − c(x)

)
where:

(5.3)




r = r1ν1 + r2ν2

K = r

r1(ν1)2/K1 + r2(ν2)2/K2

q(x) = ν1η1(x) + ν2η2(x)

(5.4)

{
p(x) = p1ν1η1(x) + p2ν2η2(x)

c(x) = c1η1(x) + c2η2(x)

and

(5.5)




ν1 = k

k + k′ , η1(x) = αν1x + α0

(αν1 + βν2)x + 2α0

ν2 = k′

k + k′ , η2(x) = βν2x + α0

(αν1 + βν2)x + 2α0
Fig. 5. Illustration of nullclines and equilibrium points.

We showed that the aggregated system(5.2) has 3
equilibrium points:(0,0), (K,0) and(x∗,E∗), where
x∗ > 0 andE∗ = r

q(x∗) (1− x∗
K

).

By settingτ1 = αν1 +βν2 andτ2 = αν2
1 +βν2

2, we
showed in[10] that if 2τ2 < τ1 andx∗ < x̂ < K then
(x∗,E∗) belongs to the positive quadrant, is uns
ble and presents a limit cycle, while(K,0) is a stable
node. We recall that̂E represents the maximum valu
of the nontrivialx-nullcline andx̂ the corresponding
fish stock value (seeFig. 5).

We introduced a control parameter as a term
catchability to avoid this case and to lead the s
tem to the desired stable equilibrium point(x∗,E∗).
However, it is more realistic to control the aggrega
system by a control function depending on time. In t
section, we analyze this case by studying the follow
model:

(5.6)




dx1

dτ
= (kx2 − k′x1) + ε

[
r1x1

(
1− x1

K1

)
− E1x1

]

dx2

dτ
= (k′x1 − kx2) + ε

[
r2x2

(
1− x2

K2

)
− E2x2

]

dE1

dτ
= (

m(x2)E2 − m′(x1)E1
)

+ εα(t)E1(p1x1 − c1)

dE2

dτ
= (

m′(x1)E1 − m(x2)E2
)

+ εα(t)E2(p2x2 − c2)

As in preceding sections, the control functionα(t)

is regarded as an investment (or investment w
drawal) proportion of the fishing revenue. In this ca
the aggregated system reads as follows:
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(5.7)




ẋ(t) = rx

(
1− x

K

)
− q(x)Ex

Ė(t) = α(t)E
(
p(x)x − c(x)

)
with all parameters as in systems(5.3), (5.4)and(5.5).

This system has also 3 equilibrium points:(0,0),
(K,0) and(x∗, r

q(x∗) (1 − x∗
K

)), (x∗ > 0). So, we can
subdivide the(x,E)-plan as inFig. 5.

Note that ifx > x∗ thenp(x)x −c(x) > 0. Letx̄ :=
x∗ +ε whereε � 1, andµ := p(x̄)x̄ −c(x̄) > 0. Then
for all x > x̄, we havep(x)x − c(x) > µ.

On the other hand, ifx < x∗ thenp(x)x−c(x) < 0.
So, letx := x∗ − ε (with ε � 1), andµ := p(x)x −
c(x) < 0. Then for allx < x, we havep(x)x − c(x) <

µ.
In the two cases, we have:

µ

(p(x)x − c(x))
< 1

Now, we state a theorem for the stabilizability
the aggregated system(5.7):

Theorem 5.1.The function

(5.8)V (x,E) = 1

Emin
(x − x∗)2 + K2

µE2
min

(E − E∗)2

is a smooth Lyapunov function of control associated
the system(5.7).

Moreover, the feedback̄α(x,E) given by:

(5.9)
ᾱ(x,E) =




rµE2
min

K2
.

x(x − x∗)
(p(x)x − c(x))E(E∗ − E)

in R1

0 in R2,R4 andR̃i (i = 1, . . . ,4)

µEmin

K2
.

q(x)x(x − x∗)
(p(x)x − c(x))(E − E∗)

in R3

where areasRi andR̃i (i = 1, . . . ,4) are given by
Fig. 5, ensures that in each area of the(x,E)-plane,
the condition(4.1)is satisfied. And the aggregated sy
tem (5.7) is globally asymptotically stable, near th
equilibrium point(x∗,E∗).

Proof. Let us consider the function given by(5.8):

V (x,E) = 1

Emin
(x − x∗)2 + K2

µE2
min

(E − E∗)2
This function is aC∞ function with respect to
(x,E). Moreover, it is positive definite (V (x,E) > 0
for all (x,E) �= (x∗,E∗)), and lim‖(x,E)‖→+∞ V (x,E)

= +∞ holds.
Furthermore, the functionV (x,E) satisfies the

condition(4.1); indeed, with

f (x, ᾱ) =
(

rx

(
1− x

K

)
− q(x)Ex;

ᾱ E
(
p(x)x − c(x)

))

and for allx �= x∗ andE �= E∗, we have:

• In the areaR1, we havex > x∗ andE < r
q(x)

(1−
x
K

), so we choose

ᾱ(x,E) = rµE2
min

K2
.

x(x − x∗)
(p(x)x − c(x))E(E∗ − E)

Indeed,
〈∇V (x), f (x, ᾱ)

〉

= 2(x − x∗)
Emin

[
rx

(
1− x

K

)
− q(x)Ex

]

+ 2K2

µE2
min

(E − E∗)ᾱ(x,E)E
(
p(x)x − c(x)

)

= 2x(x − x∗)
Emin

[
r − rx

K
− q(x)E

]

− 2rx(x − x∗)

= 2x(x − x∗)
Emin

[
−r

x

K
− q(x)E + (r − Eminr)

]

< 0

becausex − x∗ > 0 andEmin � 1 which implies
thatr − Eminr � 0.

• In the areaR2, we havex > x∗ andE > r
q(x)

(1−
x
K

), so we choose

ᾱ(x,E) = 0

Indeed,
〈∇V (x), f (x, ᾱ)

〉

= 2(x − x∗)
Emin

(
rx

(
1− x

K

)
− q(x)Ex

)

+ 2K2

2
(E − E∗)ᾱ(x,E)E

(
p(x)x − c(x)

)

µEmin
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= 2x(x − x∗)
Emin

[
r

(
1− x

K

)
− q(x)E

]

= A.B

where

A = 2x(x − x∗)
Emin

> 0 and

B = r

(
1− x

K

)
− q(x)E < 0

So〈∇V (x), f (x, ᾱ)
〉
< 0

• In the areaR3, we havex < x∗ andE > r
q(x)

(1−
x
K

), so we choose

ᾱ(x,E) = µEmin

K2
.

q(x)x(x − x∗)
(p(x)x − c(x))(E − E∗)

Indeed:〈∇V (x), f (x, ᾱ)
〉

= 2(x − x∗)
Emin

[
rx

(
1− x

K

)
− q(x)Ex

]

+ 2K2

µE2
min

(E − E∗)ᾱ(x,E)
(
p(x)x − c(x)

)
E

= 2x(x − x∗)
Emin

[
r

(
1− x

K

)
− q(x)E + q(x)E

]

= 2rx(x − x∗)
Emin

(
1− x

K

)

< 0

becausex < x∗ < K .
• In the areaR4, we havex < x∗ andE < r

q(x)
(1−

x
K

), so we choose

ᾱ(x,E) = 0

Indeed:〈∇V (x), f (x, ᾱ)
〉

= 2(x − x∗)
Emin

[
rx

(
1− x

K

)
− q(x)Ex

]

+ 2K2

µE2
min

(E − E∗)α(x,E)
(
p(x)x − c(x)

)
E

= 2x(x − x∗)
Emin

[
r

(
1− x

K

)
− q(x)E

]

= A.B
where

A = 2x(x − x∗)
Emin

< 0

B = r

(
1− x

K

)
− q(x)E > 0

So〈∇V (x), f (x, ᾱ)
〉
< 0

• As the areasR̃i (i = 1, . . . ,4) are of small width,
we do not control the system (i.e.ᾱ(x,E) = 0),
and then we are ensured with the convergenc
the trajectory. Indeed, if we consider a trajecto
starting from an initial point in areaR2, for ex-
ample, then when it crosses areasR̃2 andR̃3, we
haveẋ(t) < 0 andĖ(t) = 0, so the trajectory de
creases and enters in areaR3. In the same way
when the trajectory crosses areasR̃4 and R̃1, we
haveẋ(t) > 0 andĖ(t) = 0, so the trajectory in
creases and enters in areaR1.

Finally, for the global asymptotical stability of th
aggregated system(5.7) near the equilibrium poin
(x∗,E∗), the proof remains the same as the one
Theorem 4.2. �

6. Conclusion

In this paper, we generalized our previous wo
(Mchich et al.[9,10]), where we studied the stability o
some bioeconomical models. In some cases, we fo
the existence of a stable limit cycle. This is a critic
situation, as it does not permit a satisfied durabi
of the fishing activity. Indeed, large periods (of tim
with small fish stocks and external fluctuations co
lead to the extinction of the fish stock.

In order to avoid such situations, in this work, w
introduce a control function depending on time, wh
is considered as an investment proportion of the fi
ing revenue, into the fishing efforts equations. We c
struct Lyapunov functions and feedbacks to show
any solution of the aggregated systems, converge
an uniform way, towards the desired equilibrium poi
This means that we can find a feedback, which allo
us to avoid the undesired cases.

An important limitation of our models comes fro
the fact that we consider only two fishing zones. T
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Fig. 6. The first figure represents the map of Morocco and the second one illustrates a subdivision of a fishery intoN zones.
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application of our results would be more interesting
the case ofN fishing zones (N > 2). Also, it would be
useful to confront our models with real data, and to
to validate our analytic results. Thus, the model co
be concretely applied to the Moroccan coast wh
is 3500 km long with several important fishing zon
(seeFig. 6). Fishing vessels can move from north
south to exploit different fish species, and also th
can operate either on coastal or high sea fisheries.
stocks could be considered with respect to differ
species, ages and various aspects intervening in
eries (seeFig. 6).

Another situation worth to be considered is that
different control functions for each fishing fleet. Th
would permit, for example, in the case of national a
foreign fleets, to have different controls for each fle

Economically, we think that the model would b
more interesting if we would consider a fishery ma
agement problem. It would consist on maximizing t
fishing revenue, with a spatial distribution of the st
variables (fish stocks and fishing efforts) according
adequate boundary conditions. One can see for ex
ple the model used by Neubert in[14].

The variety of the control choice would permit
take into account some economical and social pr
lems of the management of various fisheries. The
sults obtained could be used as a platform for the e
oration of a plan for the management of different kin
of fisheries, particularly, the repartition between
coastal and the high sea fisheries.
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