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Abstract

The Ising-like model provides a microscopic approach and a unifying description of the thermodynamic properties associated
with molecular switching in inorganic solids. Applications are given for the spontaneous thermal transitions, under applied
pressure or external magnetic field.To cite this article: F. Varret et al., C. R. Chimie 6 (2003).
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Résumé

Le modèle de type Ising offre une approche microscopique et une description unifiée des propriétés thermodynamiques
associées à la commutation moléculaire dans les solides inorganiques. Nous en présentons l’application aux phénomènes de
transition thermique spontanée, sous pression ou sous champ magnétique.Pour citer cet article : F. Varret et al., C. R. Chimie
6 (2003).
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1. Introduction

Molecular switching of inorganic solids is a typical
issue of the vibronic lability of molecular units, previ-

ously introduced by J.A. Ammeter[1]. We report here
on several families of inorganic systems where a spin
crossover is involved in the switching process between
the two molecular states: spin-crossover solids (SC),
photomagnetic Prussian blue analogues (PBA),
valence-tautomeric system (VT) – seeTable 1. A pre-
vious presentation of the concept in terms of ‘molecu-
lar bistability’ was given by O. Kahn[2], on the ex-
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ample of SC solids. Recent reviews on switchable
inorganic solids can be found in [3–6].

The bistable properties at the molecular level are
adequately described through a molecular configura-
tional diagram, i.e. a plot of the adiabatic energies
versus the distortion coordinate of the molecular sys-
tem. Usually, for spin crossover, a fully symmetric
distortion is considered, associated with the change in
average metal–ligand distance. Due to the large atomic
displacements upon spin conversion, the optical prop-
erties drastically change, so that the switching proper-
ties can be followed as well by magnetic or optical
(absorption, reflectivity) techniques. In Fig. 1 we show
the configurational diagram suited to spin crossover, in
the case of low-spin (LS) ground state. It is noteworthy
that the effect of environment in molecular solids
slightly affects the configurational diagram. For ex-
ample, an external pressure mainly increases the en-
ergy gap D, and correlatively reduces the energy bar-
rier of the high-spin (HS) state, so as to raise the
equilibrium temperature T1/2 (see next section) and to
shorten the lifetime of the HS state [20–24].

2. Ising-like model

A widely used model for such bistable systems is
the Ising-like model [25–26], which describes interact-
ing two-level units, the energy levels of which have
different energies and degeneracies. The two-level
scheme indeed is a drastic simplification of the com-
plete vibronic level scheme, in the adiabatic approxi-
mation. However, it permits describing with amazing
success most of the quasi-static properties of the SC
solids [27–31]. The degeneracy ratio g = gHS/gLS is
related to the molar entropy change upon total conver-
sion DS = R ln g [29,30], and therefore can be derived
from calorimetric measurements at the spin-crossover
equilibrium temperature T1/2.

A useful recent review of calorimetric data is given
in ref. [4]. Because of both electronic and vibrational
factors, DS > 0 (DS = 30 to 70 J K–1 mol–1), therefore
g >> 1 [29–31]. The Ising-like model has been used
and developed for describing the static [27–31] and
dynamic [32–34] properties of SC mono and binuclear
solids, and was applied as well to the VT compound
[3]. The Ising Hamiltonian writes:

H| = (D/2) �
i

r̂i − �
< i, j >

Jij r̂i r̂j (1)

with fictitious spins r̂ having eigenvalues +1 in the
high-spin state (HS) , –1 in the low-spin state (LS), and
degeneracies gHS, gLS. As usual, the index <i,j> stands
for all pairs of sites, and the reference sign for a
cooperative interaction, favouring spin-like states, is
Jij > 0. D = E(HS) – E(LS), denoted energy gap (or
‘fictitious field’ ), is the enthalpy change associated
with the LS→HS conversion of one molecule. The HS
fraction is expressed as a function of the ‘fictitious
magnetisation’ :

nHS = � < r̂ > + 1 �/2 (2)

A convenient form of the Ising-like Hamiltonian is
the Ising equivalent form [26] obtained by rewriting
the canonical partition function to get rid of the pre-

Table 1
Families of inorganic systems where a spin crossover is involved in the switching process between the two molecular states

System Low-temperature state High-temperature state basic refs.
SC FeII (3d6) FeII

LS(S = 0) = t2g
6 FeII

HS(S = 2) = t2g
4 e2g

2 [2, 7–10]
Fe,Co PBA FeII

LS(S = 0) CoIII
LS(S = 0) FeIII

LS(S = 1/2) CoII
HS(S = 3/2) [11–16]

VT Co semiquinone* CoIII
LS(S = 0) (sq•)(cat) CoII

HS(S = 3/2) (sq•) (sq•) [17–19]

* Complete formula: [Co(phen)(3,5-DTBSQ)2].C6H5CH3; sq = semi-quinone.

Fig. 1. The configurational diagram of spin-crossover (after [8]),
with LS ground state, and the effect of an external pressure (after
[20]). Anharmonic effects have been discarded.
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exponential factors. The Ising equivalent form involves
a temperature-dependent energy gap (= ‘fi ctitious ef-
fective field’ ) accounting for the degeneracy ratio:

H|equiv = �Deff(T)/2 � �
i

r̂i − �
< i, j >

Jij r̂i r̂j (3)

Deff(T) = D − kB T ln g (4)

The thermodynamic properties of the Ising-like sys-
tem (with the LS ground state) are merely governed by
the sign of the effective field, for example the qualita-
tive features of the thermal variation of the HS fraction
are reported in Table 2 and illustrated in Fig. 2. The
equilibrium temperature T1/2 for which nHS = nLS = ½
corresponds to a null effective field, irrespectively of
the interactions:

T1/2 = D/kB ln g (5)

3. Spontaneous thermal hysteresis

The presence of interactions — of steric origin —
makes the conversion curve nHS(T) steeper around T1/2.
Above an interaction threshold value, the system be-
comes bistable at T1/2 and thermal hysteresis occurs.
The bistability condition is easily derived using the

Ising equivalent form: it requires the Ising equivalent
system to be ordered at the equilibrium temperature
[35], i.e.:

T1/2 < TC (6)

Then the reversal of Deff(T) induces the reversal of
the non-null fictitious magnetisation <r̂>, i.e. the ther-
mal transition is discontinuous (in other words, the free
energy as function of temperature presents a slope
change = discontinuity of the first derivative dF/dT)
and hysteresis can occur. This is illustrated in Fig. 3,
where the hysteresis loop, resulting from a quasi-static
variation of temperature, has been completed by verti-
cal arrows.

4. Homogeneous mean-field treatment

The interaction term in Eq. (3) is re-expressed, con-
sidering:

• (i) the average effect of neighbours; the single-site
Hamiltonian for site i writes:

h|i = �Deff(T)/2 � r̂i − �
j

Jij <r̂j> r̂i (7)

• (ii) homogeneous thermodynamic properties, i.e.
<r̂j> = <r̂i>, so that a unique single-site Hamilto-
nian is derived, written as:

h|m.f. = �Deff(T)/2 � r̂ − J <r̂> r̂ (8)

where J accounts for the sum on interactions due to all
neighbours.

Table 2
Qualitative features of the thermal variation of the HS fraction

Temperature T = 0 T = T1/2 T >> T1/2

D(T) D >0 0 Negative

r̂ –1 0 (gHS– gLS)/(gHS+ gLS)

nHS 0 1/2 gHS/(gHS+ gLS)

Fig. 2. Thermal variation of the temperature-dependent fictitious
field (with LS ground state) and subsequent variation of the HS
fraction, in absence of interactions.

Fig. 3. Thermal variation of the temperature-dependent fictitious
field (with LS ground state) and subsequent variation of the HS
fraction, in the presence of interactions larger than the threshold
value.
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Eq. (8) can be interpreted in terms of independent
two-level systems submitted to a fictitious field depen-
dent on the order parameter of the system:

Deff(T, nHS) = D − kB T ln g − 2 J <r̂>

= Deff(T, 0) − 4 JnHS (9)

Straightforward self-consistent calculations, using
the canonical partition function, provide the nHS(T)
dependence. It is noteworthy that an explicit expres-
sion T(nHS) can be obtained [32]:

kB T� nHS � = �D + 2 J − 4 J nHS � /

� ln (1 − nHS) − ln nHS + ln g � (10)

The occurrence condition of hysteresis is easily
derived by consideration of the slope dT/dnHS at
nHS = 1/2 (it has to be negative), leading to:

J > D/ln g = kB T1/2 (11)

Eq. (11) was previously derived from a ‘ thermody-
namic’ model based on the properties of regular solu-
tions in the Bragg–Williams approach [36], later
shown to be formally equivalent to the present mean-
field two-level approach [37]. Eq. (11) can as well be
derived from the general condition (Eq. (6)), just in-
serting the mean-field value TC = J/kB. An useful com-
parison can be made with the pressure effect:

Deff� T, p � = Deff� T, 0 � + p dV (12)

where dV is the volume increase of the molecular unit
upon LS→HS conversion. By comparing Eqs. (9) and
(12), it appears that increasing nHS induces the same
effect than decreasing p, i.e. a downward shift of the
HS energy well (see Fig. 1). Such an effect was previ-
ously reported by Hauser and Spiering in terms of
‘ internal pressure’ [38–40] and introduced into the
two-level Ising-like model in [31,41,42]. It corre-
sponds to a cooperative effect mediated by the lattice,
i.e. associated with long-range interactions: the
LS→HS conversion of any molecular unit induces an
increase of the lattice parameter, which in turn favours
the conversion of the remaining LS units. In addition,
due to the subsequent increase of the barrier energy, the
lifetime of the HS metastable state is increased. To
summarise, the cooperative effects correlate positively
the population and the stability of the states, both
statically and kinetically.

5. Two-step transitions

Two-step transitions have been reported in the case
of systems combining positive and negative interac-
tions, for example in the case of two-sublattices nega-
tively coupled [27], or of binuclear molecular units
[28,29,43].

We develop here a comparison to metamagnets, i.e.
two-sublattice magnetic systems, combining intra-
sublattice ferromagnetic and inter-sublattice antiferro-
magnetic interactions [44]. Actually metamagnetism
also requires a large magnetic anisotropy, which con-
fines the magnetic moments along the easy magnetic
axis; this situation is of course suited to the Ising
models. The up–up, up–down and down–down ficti-
tious magnetisation states respectively correspond to
HS–HS, HS–LS and LS–LS states. The typical mag-
netic behaviour of a metamagnet, i.e. the spin-flip
transition obtained for positive and for negative fields,
is sketched in Fig. 4 at null temperature. The two-step
spin transition obviously follows, with however a
smoother character, due the thermal population effect.

Alternatively, Fig. 4 can be interpreted as the re-
sponse of a 3-level system under the effect of an exter-
nal field. This concept also applies to the case of
bi-nuclear systems [28,29,43], which indeed exhibit
the two-step transition (or conversion). The key point
is the relative stability of the intermediate state at zero
field, i.e. the stability of the molecular HS-LS state at

Fig. 4. The magnetic response (at T = 0) of a metamagnet under the
effect of a magnetic field applied along the easy axis. The analogy
with a two-sublattice spin transition is indicated.
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T1/2, which obviously requires a negative intramolecu-
lar interaction.

6. Kinetic effects on the thermal hysteresis loop

The observation of the thermal transition requires a
fast relaxation between the two states, with respect to
the experimental time scale. If not, kinetic effect are to
be observed, e.g. an extra-broadening of the thermal
loop, in addition to the trivial heat transfer effect which
has a characteristic time of some minutes in the usual
temperature range of spin transitions (100–400 K).

Actually, there are not many available data for the
intrinsic kinetics of the spin crossover phase transition,
which seems to be rapid, and therefore should be diffi-
cult to disentangle from heat-transfer effects. On the
other hand, the escape time of the macroscopic meta-
stable state [35] in the hysteretic temperature range is
expected to be very long, in agreement with the usual
observation of a quasi-static hysteresis at the experi-
mental time scale (hours, days). However, in analogy
with the superparamagnetic fluctuations of nanograins,
a shortening of the escape time has to be expected in
the case of spin-crossover nano-crystals, due to the
smaller value of the macroscopic barrier energy. Sev-
eral chemistry groups presently pay a large effort in
order to synthesise spin-crossover nano-crystals, and
we can expect that the open question of quantum tun-
nelling for the spin transition will be addressed quite
soon.

The situation of the Photo-magnetic Prussian Blue
analogues is quite different, due to their much slower
relaxation, allowing to perform an efficient photo-
excitation up to ~130 K in the cases of the Cs–CoFe
[45] and Na–CoFe [46] PBA systems. These systems
exhibit progressive and abrupt spontaneous transitions,
respectively, in the range 200–300 K. Due to the slower
relaxation, the high-temperature phase can be trapped
in these systems, better than in the spin-crossover sol-
ids. Indeed a partial trapping of the high-temperature
phase, by thermal quenching, was previously observed
in a Cs–CoFe PBA sample [45]. In a Na–CoFe PBA
sample, we recently obtained a complete trapping [46].
Typical kinetic effects on the thermal loop of Na–CoFe
PBA sample are reported in Fig. 5. A model for kinetic
thermal hysteresis, accounting for realistic relaxation
rates, was given in [32].

7. On the shape of the thermal hysteresis loop

We briefly comment on the shape of the quasi-static
hysteresis loop (discarding the kinetic effects). Indeed,
the usual mean-field models result in well-rounded
turning points of the loop, while most of experimental
data display well-marked turning points, with some-
times rather bent sides (instead of the expected jumps).
The bent sides are easily reproduced by a distribution
of transition temperatures. The origin of the well-
marked turning points was recently elucidated [47]
thanks to improved models including both long- and
short-range interactions [33,34]. The detailed treat-
ments of the extended Hamiltonian, for the static and
dynamic properties, have been published for 1-D (ex-
act solution) [48] and 2-D/3-D systems, using the Be-
the or the pair approximation [33–34] or the exact (but
restricted to finite size) entropic sampling approach
[49–50].

We show in Fig. 6 that the shape of the hysteresis
loop sensitively depends on the balance between the
long-range and short-range interactions: well-marked
turning points indicate the presence of short-range
interactions. It is worth noting that an other important
issue of short range interactions is the presence of
relaxation tails, associated with a clusterisation of the
system at long times: the key point is that clusters
retaining the larger nHS fraction also retain the longer
lifetime, i.e. better resist against the self-accelerated
relaxation process. We do not discuss here these dy-

Fig. 5. Kinetic effects on the spontaneous thermal hysteresis of
Na0.40Co[Fe(CN)6]0.70·3.5 H2O: high-temperature phase fraction,
deduced from magnetic measurements. Temperature sweeping rates
are (A) +0.97, (B) +9.43, (C) –1.96, (D) – 11.26 K min–1.
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namic aspects, for which the reader should refer to
recent publications [32–34]. A general review involv-
ing the relaxation properties under permanent photo-
excitation is in preparation [51].

8. Pressure effects

The extended expression of the temperature depen-
dent fictitious field, accounting for both cooperative
and pressure effects, is written:

Deff� T, p, nHS � = Deff − kB T ln g + p dV − 4 J nHS (13)

Within the present homogeneous mean-field ap-
proach, Eq. (13) introduces a linear correlation be-
tween temperature and pressure, at constant nHS. For
example, at nHS = 1/2:

T1/2� p � = T1/2� 0 � + p dV/kB ln g

= T1/2� 0 � + p DV/DS (14)

p1/2� T � = �T − T1/2� p = 0 � �� kB ln g/dV �

= �T − T1/2� p = 0 � �DS/DV (15)

where DV = NA dV is the molar volume increase upon
total conversion. Eq. (15) defines the equilibrium pres-
sure, i.e. the pressure which is needed, at a given
temperature, to reach the equilibrium value nHS = 1/2,

starting from the HS state. A typical phase diagram
built up from isobaric (T1/2) and isothermal (p1/2) data
is shown in Fig. 7. A schematic p–T diagram derived
from a straightforward application of the model is
reported in Fig. 8: the biphasic domain, in-between the
transition lines, is expected to decrease with increasing
pressure (assuming a pressure-independent interaction
parameter), and should collapse at T = TC, according to
Eq. (6). The value of dV can be derived from the

Fig. 6. Computed thermal hysteresis loops, including the effect of short-range (J) and long-range (G) interactions (after [47]). The larger the
short-range interaction, the best marked the turning points (the squarer the hysteresis loop).

Fig. 7. The pressure–temperature phase diagram for the spontaneous
spin transition of FexNi1–x(btr)2(NCS)2]·H2O, from optical reflecti-
vity data (k = 600 nm), for x = 0.52, x = 1. The straight lines are
associated with the transition values (" for T1/2, m for p1/2).
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average slope of the borderlines of the experimental
phase diagram:

DV = DS × � �T1/2 /�p � (16)

Most of experimental data [6–10,21–24,41,42] for
several families of spin-crossover compounds yield dV
~ 20–30 Å3. The model applies as well to the valence
tautomeric transition, leading to a similar dV value, as
shown in Fig. 9.

9. Magnetic field effect

Recent experiments [53–56] under pulsed magnetic
field up to 35 T, using reflectivity detection, have
shown the partial or complete triggering of the SC

transition. We shall not discuss here these experiments,
which involve kinetic aspects inherent to the short
duration of the magnetic field pulse (< 1 s). We only
deal here with the quasi-static properties, analysed
through a simple extension of the Ising model. The
magnetic molar free energy [53,58] writes:

DG = GHS − GLS = DH(0) − T DS(0)

− (vHS − vLS) B2 /2 µ0 (17)

where DH(0), DS(0) refer to the properties in absence
of external field. Accounting for the paramagnetic
properties of the HS state, it comes, for a spin
S = 0→S = 2 transition:

T1/2(B) = T1/2(0) − 4(µB B)2/kB D(0) (18)

to which corresponds a fictitious field depending on the
magnetic field, according to:

Deff(B) = Deff(0) − 4(ln g) (µB B)2/D(0 � (19)

The negative sign for the gap shift means that the
HS state is favoured by the coupling to the magnetic
field. In the example of [53], the maximum available
field, 31 T, resulted in a computed shift of the transition
temperature DT1/2 ~ –1.8 K, a sufficient shift for a
complete triggering to be expected in the quasi-static
regime. The observed incompleteness of the experi-
mental triggering was interpreted as due to the kinetic
aspect of the pulsed field experiment. These aspects
were recently modelled through dynamic treatments of
the Ising-like model [55–59].

10. Perspectives

Further developments or extensions of the Ising-like
model have been reported: (i) static model accounting
for the vibrational energy scheme of each spin state (in
the Einstein model) for the quite rare case of quasi-
equienergetic spin states [31], (ii) static [27–31] and
dynamic models [32–34] combining short-range and
long-range interactions, using Monte Carlo simula-
tions [60–61], including magnetic field and pressure
effects, and more recently based on analytical treat-
ments and entropic sampling. An extensive investiga-
tion of several series of diluted systems, using these
recent approaches, would be timely and might help to
elucidate the origin of the short-range and long-range
interactions. However, despite its impressive capabil-

Fig. 8. Simple schematic p–T phase diagram of the Ising-like model
(assuming a pressure-independent J).

Fig. 9. The pressure-induced valence tautomeric transition, from
Co(sq•)2 (high-temperature phase) to Co(sq•)(cat) (low-temperature
phase). Experimental data from [52]: nHS is the CoII high-spin
fraction. The full line was computed using the Ising-like model, with
a single adjustable parameter, dV ~ 27 Å3 (after [3]).
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ity for reproducing detailed experimental features, the
Ising-like model remains phenomenological in nature,
and much work remains to be done for relating the
parameter values to actual physical characteristics of
the solid state (as it was initiated, for long-range inter-
actions, in the ‘historical’ elastic model of Spiering
[62,63]).

On the other hand, the Ising-like model provides a
unified viewpoint of the thermodynamic properties of
switchable inorganic solids, and therefore plays a
unique role for developing analogies between them.
No doubt it should also apply to SC systems including
size reduction effects and to further switchable solids,
for example those involving ligand photo-
isomerisation [64], or including photo-chromic or-
ganic groups, which nowadays are actively designed
and synthesized by the chemists.
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