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The recent effervescent impetus in the spin transition research field is associated with the
prodigious multidisciplinary effort that is carried out by different research groups all over
the world. Indeed, more and more groups are working in this exciting research field.
Nevertheless, this renewed interest also reflects the evolution of the characterization
techniques that have been used since the earliest studies of these molecular-based
switchable materials. Indeed, we have passed from traditional characterization methods
such as UVevis and M€ossbauer spectroscopy or torque magnetometers to the most
advanced techniques that are even capable to monitor a spin transition in a single mole-
cule (e.g., X-ray diffraction, X-ray photoelectron spectroscopy, scanning tunneling micro-
scopy, etc.). In this study, we will focus on the basis and the evolution of three critical
macroscopic tools, i.e. the optical, magnetic, and calorimetric characterization methods.

© 2018 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
1. Introduction

The phenomenon of the spin transition is relatively
recent. This phenomenonwasfirstmentioned byCambi and
Szeg€o [1] when they noticed what they called anomalous
behavior in the magnetic behavior of their compounds
based on Fe(III) tris(dithiocarbamate). But it was not until
1956 when Ballhausen and Liehr introduced the spin equi-
librium notion of certain tetracoordinated Ni(II) compounds
[2]. This conversion of spin states was verified in 1961 in a
cobalt compound by studying the variation in the magnetic
moment as a function of temperature [3]. Concerning Fe(II),
which is by far the most used by scientists to obtain spin
crossover (SCO) materials, the first compound published
was the [Fe(phen)2(SCN)2], where phen is the 1,10-
phenanthroline. This compound shows an abrupt spin tran-
sition at 170 K with a small hysteresis loop [4].

Today, this phenomenon called spin conversion, spin
transition or, more frequently, SCO is well understood
essentially because it has been the object of in-depth
d by Elsevier Masson SAS. A
multidisciplinary research drive by chemists, physicists,
spectroscopists, crystallographers, theoreticians, and ma-
terial scientists in general. It remains one of the most
spectacular forms of a switchable material with great
future prospects [5e10].

Here, we shouldmention that along this reviewwe have
to introduce certain concepts that probably have been
carefully considered previously in this special issue, none-
theless these concepts should be fresh in the mind for a
better understanding of this work.

Spin-transition materials are observed in coordination
complexes of first-row transition metal ions with d4 to d7

electronic configuration. Although this property is not ho-
mogeneously distributed among the ions, it can be
observed mainly in Fe(II), Fe(III), and Co(II), and also in
Mn(II), Mn(III), Cr(II), Cr(III), and Ni(II) ions [11]. Never-
theless, it is clearly iron(II) in octahedral symmetry, which
exhibits the greatest proportion of SCO complexes.

Therefore, a good starting point to explain the spin
transition phenomenon is the use of crystal field theory
(CFT) [12]. CFT is an electrostatic model that considers the
metal to be positively charged whereas the ligands are
ll rights reserved.
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negatively charged. CFT describes the electron distribution
in the d or f orbitals of a metal ion under different sym-
metries and explains the interactions between the metal
and ligands in coordination complexes with transition
metals. This implies an electrostatic attraction between the
pairs of electrons of the ligands and the positively charged
metal ion. This simple model supposes a free and gaseous
metal ion and involves the ligands as point charges with no
interaction between the metal and ligand orbitals. First, the
approach of the ligand electrons to the metal ion modifies
the energy of metal ion d orbitals. Depending on the ge-
ometry of the complex, the metal orbitals along the
bonding directions with the ligands will increase their
energy, whereas the electrons located between them
decrease their energy (see Fig. 1).

For octahedral complexes andmore specifically for Fe(II)
complexes, the six ligands are distributed along the Car-
tesian axes. As a result of the presence of these negative
charges, the dx

2�y
2 and dz

2 orbital energies will be consider-
ably higher than the others, with the energy difference
defined as 10 Dq [13]. When 10 Dq is lower than the elec-
tron spin pairing energy (P), in a weak ligand field
configuration, the electrons in the complex follow Hund's
rule of maximum multiplicity. The number of unpaired
electrons is maximized and the electrons occupy also the
Fig. 1. Representation of the two spin states of an ion with six d electrons. (Top) A si
and LS states as a function of the ligand field. (Middle) An electronic array in the H
sample.
high energy orbitals, being the total spin, S¼ 2 for the Fe(II).
In this case, the paramagnetic state is called high spin (HS)
(Fig. 1). On the other hand, strong ligand fields generate
systems where 10 Dq is larger than P, favoring electron
pairing because the low energy orbitals are preferably
occupied. This situation generates a total spin, S¼ 0 for
Fe(II). This diamagnetic state is named low spin (LS).

Occasionally, the balance between these two states is so
delicate that modulation of an external parameter is suffi-
cient to reversibly switch between them. This external
perturbation provokes the so-called SCO. Temperature
variation is the most common method to switch between
the spin states, although it can also be achieved through
irradiation with light [14e17], pressure [18], an external
magnetic field [19], or the inclusion of small molecules into
the material [20e24]. The marked difference in physical
properties between the two different spin states means
that a variety of experimental techniques can be used to
detect and follow the progress of a spin transition.
2. Basic principles of the three macroscopic physical
techniques used to study the SCO phenomenon

As mentioned, the SCO is accompanied by drastic
changes in various structural and electronic properties. For
mplified TanabeeSugano diagram showing the energy dependence of the HS
S and LS states. (Bottom) An illustration of the color modification in an SCO
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instance, themagnetic properties change dramatically with
the SCO phenomenon. For an iron(II) metal ion with no
unpaired electron in the LS state, the compound is
diamagnetic or weakly paramagnetic but with four un-
paired electrons in the HS the compound is strongly para-
magnetic. This drastic difference is easily monitored by
measuring the magnetic susceptibility.

Therefore, the optical spectrum in the UVevis region
differs drastically for the two spin states and is therefore
well suited to follow the spin transition qualitatively and
quantitatively. Finally, calorimetric measurements are used
to determine the effective enthalpy and entropy changes
accompanying the spin transition. The following section
will provide a general description of howmagnetic, optical,
and calorimetric methods can be used to detect the SCO
phenomena.
Fig. 2. Temperature dependence of the HS fraction for the nanocomposite
coreeshell SCO particles synthesized from the coordination polymer
[Fe(trz)(H-trz)2](BF4) (H-trz¼ 1,2,4-triazole and trz ¼ 1,2,4-triazolato) on
heating and cooling (second thermal cycle) [28].
2.1. Magnetic methods

Clearly, the most important property in magneto-
chemistry is to measure the magnetization (M) of a sample.
As per Prof. J. Ribas-Gispert [25], this can be defined as
“what happens inside the sample when a homogeneous
magnetic field is applied to the sample”. This question is, of
course, of paramount relevance for the SCO compounds.

When the sample is exposed to a homogeneous external
magnetic field, H, a magnetization M is induced in the
sample. In the case that the applied field is not too strong,
M in the sample may be expressed as the magnetic sus-
ceptibility c, defined as follows [13,25]:

M¼ c$Н (1)

This measured susceptibility is the algebraic sum of two
contributions that are associated with different
phenomena:

X ¼ XDþXP (2)

where the ХP is paramagnetic, which originates from a
permanent magnetic dipole moment that acts in the di-
rection of the applied field, and ХD is diamagnetic, which is
a distortion that causes a very small magnetic moment that
acts against the applied field. Significantly, when ХP is the
leading contribution (usually being larger than the
diamagnetic) the sample is attracted to the applied field,
whereas if the dominant component is diamagnetic then a
repulsion of the magnetic field occurs. ХD can be estimated
using empirical formula, either using the Pascal tabulated
date of diamagnetic contributions or by the value obtained
from Eq. 3 [8]:

XD¼ k,Mw � 10�6cm3mol�1 (3)

where MW is the molecular weight, k is the factor in be-
tween 0.4 and 0.5.

The magnetic susceptibility can be expressed with three
different expressions related to volume Хv, mass Хg, or
molecular weight Хm with the last one being the most
commonly used. Because the SCO occurs generally in
mononuclear compounds, we can use a simplification of
the Van Vleck formula [26]:
cm ¼ NA g2 m2
B

3kBT
SðSþ 1Þ (4)

where NA is Avogadro's number, g is the Land�e g-factor for
an electron (g¼ 2.0023), mB is the Bohr magneton, kB is the
Boltzmann constant, T is the temperature in Kelvin, and S is
the spin of the system under study. Because the molar
magnetic susceptibility varies as C/T, where the C value is a
material-specific constant, this is the Curie law [27]. Thus,
keeping in mind that the HS state for Fe(II) is paramagnetic
(S ¼ 2) and the LS state is diamagnetic (S¼ 0), the molar
magnetic susceptibility product cmT is directly propor-
tional to the normalized HS fraction gHS.

In Fig. 2, the cmT versus T plot of a coreeshell SCO
particles that have been synthesized from a coordination
polymer with formula [Fe(trz)(H-trz)2](BF4) (where H-
trz¼ 1,2,4-triazole and trz¼ 1,2,4-triazolato) is shown. The
spin transition may then be followed by varying the tem-
perature of the sample and measuring the change in the
magnetic susceptibility, which has been transformed into
the HS evolution fraction [28].

After this theoretical consideration an important ques-
tion arises: how can the magnetization be measured? In
fact there are many magnetometers capable of measuring
the magnetization of a sample, for example, the faraday
torque balance [29], the vibrating sample magnetometer
[30], and, likely the most popular, the superconducting
quantum interference device (SQUID) [31].

In more detail, SQUID (Fig. 3, left) is an electronic system
that uses a superconducting ring into which one or two
small insulating layers have been inserted (Fig. 3, right).
This device is based on the Josephson effect in a super-
conductoreinsulatoresuperconductor sandwich, where
flux quantization in the ring makes it ultrasensitive to any
magnetic field. Commercial SQUID magnetometers offer a
high sensitivity (5�10�8 emu) and are easy to use; besides,
they can access a large range of temperatures (higher than
500 K and lower than 1 K).



Fig. 3. The SQUID measure complicated physical phenomena that occur in the sample when a magnetic field is applied but in the end these processes are
expressed in terms of magnetization.
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2.2. Optical methods

Color is a well-known property of transition metals.
Colors are produced as parts of the visible spectrum are
absorbed by a material due to electron transitions between
its energy levels, the color we see in coordination com-
pounds being due to absorption by electrons in the d or-
bitals. As mentioned above, SCO provokes a drastic split
within the d orbitals into two different electronic states (HS
and LS) with a difference in energy. Therefore, an important
color change may occur while passing from one state to the
other. Thus, monitoring the color of the sample can afford
important information about the nature of the spin tran-
sition, including how the sample will behave in both solid
and solution states.

We shall come back to the TanabeeSugano diagram (see
Fig. 1, top) to explain in more detail how this electronic
rearrangement works. For an octahedral d6 complexwe can
see that in the region of the left of the crossover point, the
term 5T2 is the ground state and only one spin-allowed
transition, 5T2 / 5Eg can be expected. To the right of this
point, the 1A1 is the ground state term and two spin-
allowed transitions, 1A1 / 1T1 and 1A1 / 1T2 are then
predicted to appear in the UVevis [32].

The same process is exactly what happens in solution.
We observe a relatively weak quintetequintet band of the
colorless crystal in the HS state (Fig. 4, left) and more
intense singleesinglet transitions in the LS (Fig. 4, right).

From the area fraction A(T) of well-resolved bands (e.g.,
1A1 /

1T1 in Fig. 4), we can determine the SCO behavior of
the sample by applying the formula

gHSðTÞ ¼ 1� gLSðTÞ ¼ 1� AðTÞ AðTÞ
AmaxðT/0Þ (5)

UVevis spectrometers can be used to measure the ab-
sorption of light in the ultraviolet and visible region. A
typical spectrometer has two sources, which are usually a
deuterium lamp to provide frequencies in the ultraviolet
region and a tungsten lamp to provide the visible fre-
quencies (Fig. 5). To run a sample the instrument needs to
compare the sample solution with a reference or blank
solution. This reference solution is the solvent being used
for the sample solution. The blank or reference solution is
run first for a single-beam instrument or in parallel with
the samples for a double-beam instrument. A diffraction
grating or prism is used to separate the radiation into the
different frequencies producing monochromatic radiation.
The spectra plotted show the absorbance of the sample at
particular wavelengths.

2.3. Calorimetric methods

Calorimetry has been awidely applied tool in the field of
spin-transition materials because this technique accesses
the energy relationship between the different states
[34,35]. Principally, calorimetric techniques provide the
thermodynamic parameters (enthalpy and entropy) asso-
ciated with the spin transition, along with the transition
temperature and recently with light irradiation [36].

To provide more detail about this exciting methodo-
logical area first we shall introduce the concept of specific
heat [37]. Specific heat is a physical quantity that measures
the change in the internal energy of a substance when the
temperature changes. All phenomena or interactions that
depend on temperature contribute to the heat capacity
[38]. Therefore, the study of heat capacity is a means to
obtain information about the energy levels (translational,
vibrational, rotational, andmagnetic) associated with these
phenomena for comparison with models of solid-state
physics.

In the case of solids, the thermal capacity is normally
measured at constant pressure and is designated as Cp,
from which the fundamental thermodynamic magnitudes,
enthalpy (DH) and entropy (DS) associated with a given
process, are obtained. These magnitudes are determined by
integrating Cp with respect to temperature T and lnT,
respectively:

DH ¼
Z

Cp dT; DS ¼
Z

Cp d lnT

In general, phase transitions in a molecular material
have their origin in the joint action of phenomena



Fig. 4. Single crystal UVevis absorption spectra for [Fe(ptz)6](BF4)2 in the LS and HS states [33].

Fig. 5. (a) Schematic for a UVevis spectrophotometer, and (b) commercial UVevis spectrometer from Agilent.
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occurring at the intramolecular level, in intermolecular
interactions, and in the motion of the molecules. Therefore,
specific heat is a powerful tool to study these phase tran-
sitions and to discern the mechanisms giving rise to them
[39]. In the case of SCO, the change in spin state corre-
sponds to a physical equilibrium between the two species,
LS and HS. This is governed by the free enthalpy variation
DG (Eq. 6), where the DH and DS are, respectively, the
enthalpy and entropy variations in the system.

DG ¼ GHS � GLS ¼ DH � T DS (6)

The enthalpy variation DH can be, as a first approxi-
mation, directly related to the electron contribution (DHel is
estimated at 1000 cm�1 or 12 kJ mol�1). The entropy
variation DS, which generally lies between 48 and
90 J K�1 mol�1, is decomposed into electronic (DSel) and
vibrational (DSvib) contributions [32,40]. The electronic
contribution accounts for about 30% of the total entropy,
the remaining 70% being mainly related to the intra-
molecular vibrational contribution (Fe-ligand elongation,
NeFeeN deformation). Intermolecular (phonon) vibra-
tional modes are smaller by comparison. Because the co-
ordination sphere of the LS state is more regular than that
of the HS state, the transition LS / HS of a molecule is
always accompanied by an increase in entropy.

The equilibrium temperature (T1/2) is defined as the
point where there are as many LS molecules as HS mole-
cules (DG¼ 0 and T1/2 ¼ DH/DS).

� Below T1/2, DH> TDS (DG> 0), the enthalpy factor
dominates and the LS state is the most stable.

� Above T1/2, DH< TDS (DG< 0), the entropy factor domi-
nates and the HS state is the most stable.

Thus, an increase in the temperature favors the HS state
and the SCO process is governed by entropy.

With the intention of measuring these values twomajor
calorimetric techniques are mostly used: adiabatic calo-
rimetry and differential scanning calorimetry (DSC) [41].

2.3.1. Adiabatic calorimetry
Adiabatic calorimetry (Fig. 6) is the classical Cp mea-

surement technique. It is based on the thermodynamic
definition of heat capacity at constant pressure. In practice,
a heat pulse (DQ) is applied to the sample and the tem-
perature increase (DT¼ Tf � Ti) is measured, yielding Cp as



Fig. 6. (a) General view of an adiabatic reactor, that is, illustrating the book Calorimetry: Fundamentals, Instrumentation and Applications [41]; (b) Scheme of a
bomb calorimeter, in: Croatian-English Chemistry Dictionary & Glossary, 29 August 2017. KTF Split.
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the quotient between these two quantities where their
differentials are replaced by finite increments. In order for
the heat capacity evaluation to be correct, it is necessary
that there is no thermal contact between the sample and
the environment, so that all of the energy supplied is used
to change the state of the sample. Minimizing this thermal
contact is the fundamental experimental requirement in
adiabatic calorimetry, and the difficulty of achieving this
makes it a complicated technique. It is, however, a precise
technique (absolute precisions of 0.1e1% are achieved),
although a large amount of sample is necessary (0.1e10 g).

2.3.2. Differential scanning calorimetry
DSC consists in subjecting the same linear variation in

temperature to two capsules, one a reference vacuum and
the other being the sample (Fig. 7). Ideally, the difference in
the power supplied to the two capsules or the temperature
difference between them is proportional to the heat ca-
pacity of the sample. It is a commercially available tech-
nique and very widespread, due to its ease of use, the small
Fig. 7. (a) Schematic view of the DSC technique. (b) DSC Phoenix Instrument (www
calorimetry/dsc-204-f1-phoenix)/.
amounts of sample required (on the order of 1 mg), and its
speed. In contrast, its absolute accuracy is lower (1e3% at
best), because measurements are not performed at a ther-
modynamic equilibrium, the signal is a function of the
sweep rate, and measurements at temperatures below
100 K are difficult, although it has a higher application
range than other techniques at temperatures above
ambient.
3. Recent illustrative examples of SCO studies using
these experimental tools

As previously mentioned, the progress made in the SCO
research field has been achieved in part, thanks to the
development of these methods, and also, due to the com-
bination of different characterization techniques in the
same equipment. This can be understood either from the
strongly multifunctional nature of SCO or from the great
effort that some research groups have made to achieve
technological application with these switchable materials.
.netzsch-thermal-analysis.com/en/products-solutions/differential-scanning-

http://www.netzsch-thermal-analysis.com/en/products-solutions/differential-scanning-calorimetry/dsc-204-f1-phoenix
http://www.netzsch-thermal-analysis.com/en/products-solutions/differential-scanning-calorimetry/dsc-204-f1-phoenix
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This section illustrates with some examples how the state
of the art in this research line has been enriched by the
combination of complementary characterization methods
and by increasing their sensitivity.

3.1. Increasing the sensitivity of the aforementioned
techniques

Over the last decade, some research groups have suc-
cessfully downsized SCO materials to the nanoscale with
the aim of addressing future technological challenges [10]
The successive size reductions have been accompanied by
a general improvement in the sensitivity of commercially
available apparatus for physical characterization. In addi-
tion, exceptional advances in data acquisition have been
achieved by novel creative solutions. Probably one of the
most remarkable of these examples is the design and use of
a micromagnetometer prototype acting as a magnetore-
sistive device to measure the spin switch in very small
nanosize SCO particles at room temperature [42] (Fig. 8).
The change in voltage of the micromagnetometer induced
Fig. 8. (a) The voltage change associated with the spin transition of [Fe(hptrz)3](OTs
by lower and higher voltages, respectively [42]. (b) SEM image of a sensor junctio
coupled field direction.

Fig. 9. (Left) Schematic illustration of the experimental configuration showing a rin
current, and voltage measurement, and the self-magnetic field line represented by
the sensor/NP voltage: voltage change caused by the spin transition of SCO NPs for
performed with a temperature sweeping rate of 2 �C min�1.
by the change in the spin state of particles upon tempera-
ture variation is shown in Fig. 8.

Recently, these values have been improved by using a
novel version of this prototype, now reaching the highest
resolution of 4�10�14 emumeasured at room temperature
[43]. These sensitivity values allow the sensor device to
detect the SCO hysteresis loop corresponding to the lowest
volume particles down to 1�10�4 mm3 (Fig. 9). These ex-
amples illustrate the advances in the SCO state of the art.
Here, it is also important to mention that other techniques
have been applied to achieve sensitivity at the molecular
level. This topic will be further discussed in Chapter 7 of
this special issue.

3.2. Combinations of various techniques

Probably, light irradiation has been the most widely
chosen stimulus to combine with other experimental
techniques to study spin transition compounds. This is
because besides monitoring this phenomenon also allows
obtaining a metastable state induced by light at low
)2 nanoparticles. The diamagnetic and paramagnetic phases are characterized
n, showing the current and voltage electrodes, applied field, and exchange-

g sensor with the nanoparticles (NPs) on its surface, the directions of applied
the small arrows. (Right) Hysteresis loop of the temperature dependence of
an applied current of I¼ 120, 240, and 340 mA [43]. The measurements were
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temperatures, the light-induced excited spin-state trapping
(LIESST) effect [44,45] (which will be discussed in more
detail in Chapter 3). Hence, it is worth mentioning the
effort made by some research group on coupling the light
to an AC calorimeter [36] and more recently, coupling it to
DSC [46]. Both hybrid techniques have reported more than
satisfactory results (Fig. 10).

The Magnetic Property Measurement System (MPMS)
from Quantum Design (USA) is one of the most popular
commercially available magnetometers using SQUID tech-
nology, and it is without hesitation the most widely used
Fig. 10. (a) Photocalorimetric AC setup. This installation permits irradiating the s
estimated power on the sample of around 4 mW/cm2. (b) Heat capacity data of a
5e100 K region by AC calorimetry, before irradiation (filled squares) and af
(c) A differential scanning calorimeter model Q1000 from TA Instruments equip
been used. Irradiation of the sample was performed with the oven open, using co
inside the oven when it is under the helium gas atmosphere. In (d) the process
anomaly, DHPI, needed to estimate the HS fraction induced by the irradiation. The
the photoinduced HS species to LS state, and the thin line is the background he
characterization technique in the molecular magnetism
field. The MPMS permits simultaneous measurements of
the magnetic response when applying external perturba-
tions including pressure, light irradiation, changing the
chemical configuration of the materials through solvent
loss, and, of course, varying the temperature. Let us look
briefly at each of them.

3.2.1. SQUID coupled with a laser source
Because a handmade optical fiber was coupled with an

SQUID to measure the irradiation effect on the spin
ample at low temperature with a Xe lamp through an optical fiber, with an
pellet sample of [Fe(PM-BiA)2(NCS)2] (phase I) for the heating mode in the
ter 1.5 h of irradiation with 750 nm < k < 850 nm (open circles) [36].
ped with a liquid nitrogen cooling system to reach low temperature has
mmercial photocalorimetric accessories that allow illuminating the sample
followed (see text) to deduce the enthalpy content of the photoinduced
thick line is the calorimetric anomaly corresponding to the conversion of

at flow [46].
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transition compounds, a large number of articles have been
published on the subject using a combination of these
techniques [47]. Certainly, this tool has been so beneficial
that now Quantum Design markets the optical fiber
accessory (Fig. 11).

In the SCO research, this type of measurement has been
associated with the measurement of the LIESST effect given
a new temperature terminology called TLIESST [48,49] (see
Chapter 3.2). The LIESST effect has beenmeasured inside an
SQUID for multiple SCO compounds, that is, for molecular
0D SCO [17,50] compounds as well as for 1D [51e53], 2D
[54e56], and 3D [57e59] coordination polymers.
Fig. 11. (a) MPMS SQUID coupled with a laser with filters. (b) Magnetic and ph
[Fe(L222N5)(CN)2]$H2O. (-) The data were recorded in the cooling and warming
T(LIESST) measurement, data recorded in the warming mode at a rate of 0.3 K/min

Fig. 12. The proposed structure of the polymeric [Fe(4R-1,2,4-triazole)3]2þ SCO c
chlorophenylsulfonate)2$H2O (b). Reproduced with permission from Ref. [61].
3.2.2. SQUID coupled with a pressure cell
As is known, pressure as external perturbation changes

the behavior of these SCO switchable materials promoting
the passage of the HS in LS electronic state (see Chapter 3.1
of this special issue). This change in the SCO properties
makes these compounds of great interest for monitoring
the magnetic moment change at different pressure values.
Despite the major constraint of the instrument, that is, the
diameter of the inner bore of the MPMS is only 9 mm, there
have been several pressure cells of the pistonecylinder
type built for MPMS (see quantum design Web site http://
www.qdusa.com). As a result pressure can also be added
otomagnetic properties recorded of a polycrystalline sample of 0.3 mg of
mode without irradiation; (B) data recorded with irradiation at 10 K; (◊)
with the laser turned off after irradiation for 1 h [50].

ation (a) and plot of gHS versus T at different pressures for [Fe(hyptrz)3](4-

http://www.qdusa.com
http://www.qdusa.com


Fig. 13. (Top) Representation of the molecular structure of 1e3 emphasizing the full conversion cycle undergone by these three species through subsequent
absorption, desorption, or exchange of small molecules. Among the represented processes are the three-way proven crystal-to-crystal transformations. Pictures of
the corresponding single crystals are also shown (Bottom). Plots of cMT versus T for 1 upon warming and concomitant desorption of acetone (black circles), for
resulting compound 2 upon cooling (red circles), and for 3 (blue triangles, formed from 2, after substitution of acetone by MeOHþH2O) uponwarming from room
temperature and concomitant depletion of MeOHþH2O. The crystal-to-crystal transformations described in the text (1 / 2, 2 / 1, and 2 / 3) are shown with
vertical arrows positioned, for clarity, at arbitrary temperatures. (Bottom) TGA graphs for the desorption of acetone (from 1, black symbols) and MeOHþH2O
(from 2, blue symbols), emphasizing the difference in temperatures for these two processes, consistent with the observations from magnetic measurements [64].

J. Sanchez Costa / C. R. Chimie 21 (2018) 1121e11321130
as a variable for sensitive magnetization measurements
(Fig. 12). Some examples using these cell pressures into the
SQUID have been already compiled into a review [8,60,61]
(see also Chapter 3.3). However, further progress has been
carried out since their publication. In addition, thanks to
this previously acquired knowledge, some compounds
have been envisaged as pressure sensors for innovative
applications [62].
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3.2.3. Solvent loss effects inside an SQUID magnetometer
Modification of the chemical composition of an SCO

compound may have dramatic consequences for its SCO
behavior (Fig. 13). As an example, it has been reported that
exchanging one water molecule inside a molecular coor-
dination complex the SCO properties changed dramatically
from a system that has no SCO behavior to the largest
hysteresis loop reported for a molecular-based compound
[63]. Consequently, it is of crucial relevance to monitor the
magnetic variation upon changing the chemical composi-
tion of the sample. However, as far is known, a gas cell has
not been coupled yet with an SQUID magnetometer.
Nevertheless, it is possible to study the loss of small solvent
molecules inside an SQUID just by heating the sample
above room temperature and purging inside the magne-
tometer in a controlled manner. This measuring strategy is
now commonplace and in the recent literature, some
remarkable examples have been reported for both nonpo-
rous [64e66] and porous SCO materials [23,59,67e70].

4. Perspectives in the SCO research field due to the
development of these macroscopic methods

SCO compounds are a class of functional materials
containing a transition metal ion, able to reversibly switch
their spin state upon external stimuli such as variations in
temperature and/or pressure, magnetic field, inclusion of
small molecules, and by light irradiation among others. The
reversible switch between the HS and LS states make these
SCO compounds ideal candidates for technological appli-
cations as molecular-based memories, nanothermometers,
or sensors. Despite these extremely interesting features of
SCO materials, their technological application has not been
effective yet, because crucial obstacles need to be overcome
before successful industrial developments can be achieved.
These obstacles mainly derive from the necessity to detect
the molecular phenomena unequivocally in very small
objects, at the nanolevel and even further at the atomic
level. To achieve this challenge the development of novel
and improving the already known experimental proced-
ures is of critical task. Along this work, we have tried to
illustrate how important three techniques have been
important in the SCO field and, of course, to illustrate how
critical is to carry out a multidisciplinary research.
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