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research focuses on modeling solvation at a molec-
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ronments and time-dependent phenomena. Molec-
ular properties and reactivity are studied by means of
quantum chemistry, molecular dynamics as well as
multi-scale techniques. Since 2018, she has been the
director of the French Network on solvation, SolvATE.
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Foreword

French Network on Solvation (GDR 2035 SolvATE)

French network on solvation (GDR 2035 SolvATE):

Foreword

Francesca Ingrosso ®

It is fitting to begin this historical overview with an
anecdote. The first time the possibility of developing
a national network dedicated to solvation was raised
by the two future members of the SolvATE leadership
dates back to December 2014, on the occasion of a
PhD defense in Nancy. The location was particularly
appropriate, as we were in the premises of the for-
mer laboratory of Professors Jean Barriol and Jean-
Louis Rivail. The memory of those discussions never
faded, and the idea of establishing a CNRS Research
Network (GDR being the French acronym) gradually
took shape.

In May 2017, following an initial email contact
about solvation research from the perspective of both
French theorists and experimentalists, we quickly
moved toward organizing a “Perspectives Meeting”
in Paris. Twenty-five researchers, representing about
twenty laboratories (from the Paris region, Lille,
Nancy, Dijon, Toulouse, Rennes, Clermont-Ferrand,
Lyon, Strasbourg, and Poitiers), discussed in detail
the scientific goals of the GDR, as well as its bud-
get structure and governance. A detailed report was
then sent to all interested laboratories, enabling the
integration of additional suggestions and comments
into the final version of the project, submitted in Sep-
tember 2017, together with the individual laboratory
forms signed by the various institutional bodies.

In the autumn of 2017, further discussions with
the CNRS Institute of Chemistry (INC), following the
submission of the project, helped identify potential
weaknesses and avenues for improvement. In par-
ticular, exchanges with Professor Philippe Hapiot led

ISSN (electronic): 1878-1543

to contact with other French laboratories with sig-
nificant research activity in the field of solvation. A
meeting at CNRS headquarters in Paris with Pro-
fessors Claire-Marie Pradier and Daniel Borgis pro-
vided valuable insight into the need to better struc-
ture the scientific project and clarify its governance.
All of these highly constructive remarks led to the
creation of SolvATE (GDR 2035), which was officially
announced in January 2018. At the same time, the
SolvATE website! and mailing list were created and
have since served as communication tools within the
network.

An essential mission of the SolvATE network is to
bring forward the broad issue of solvation as a ma-
jor transversal field in chemistry and physical chem-
istry. Our aim is to promote exchanges and interac-
tions among French researchers, both theoreticians
and experimentalists, who investigate solvent effects
at the molecular level to understand chemical pro-
cesses from different yet complementary perspec-
tives, and to encourage collaborations with high level
international groups. We are proud to see that, af-
ter eight years of shared activity, we are a highly dy-
namic community conducting research of interna-
tional standing. Through our meetings and scientific
actions, we stimulated the emergence of cutting-
edge projects in order to build competitive fund-
ing applications for national and international calls,

https://solvate.cnrs.fr/

https://comptes-rendus.academie-sciences.fr/chimie/
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to increase the visibility of the community to part-
ners outside academia. We have actively involved
young scientists (PhD students and postdoctoral re-
searchers), and organized initiatives for outreach and
research training, the details of which can be found
on our website.

Our activities are structured in three research axes.
In Axis 1 (Solvents in chemistry: toward a sustainable
future), we focus on developing experimental and
theoretical techniques to elucidate solvent effects on
chemical reactivity, in a context of innovation aimed
at environmentally responsible technological and in-
dustrial applications.

Within Axis 2 (Solvation and interfaces/surfaces,
nanoconfined environments), we study chemi-
cal processes occurring at interfaces/surfaces and
within nanoconfined media display specific features
that can be exploited to construct a new chemistry
in solution. In phenomena underlying many chem-
ical processes (distillation, extraction, materials
development) as well as in fields such as electro-
chemistry and microfluidics, a microscopic under-
standing of the behavior of solvated molecules in the
presence of interfaces is essential.

Finally, in Axis 3 (Solvation in systems of biologi-
cal, pharmaceutical, and agri-food interest), we en-
gage both in fundamental research and in applica-

tions related to the design of pharmaceutical and
agri-food processes.

In conclusion, the establishment and maturation
of the SolvATE network has led to the consolidation
of a vibrant and cohesive scientific community, now
firmly recognized at the national level for its expertise
in solvation science. The structuring efforts under-
taken over the past years have created a solid foun-
dation for future developments. Building on this
momentum, the community is now well positioned
to broaden its scope, foster new strategic alliances,
and engage more actively with European partners.
This special issue thus marks not an endpoint, but
rather a decisive step toward expanding the visibility
and impact of SolvATE beyond national borders, with
the ambition of contributing to a wider European
research landscape in solvation science.

Francesca Ingrosso

Université de Lorraine and CNRS

Laboratoire de Physique et Chimie Théoriques
UMR 7019, Nancy, F-54000

France

Francesca.Ingrosso@univ-lorraine.fr
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Abstract. A mixture based on decanoic acid (DA) and tetrabutylammonium chloride (TBACI) is a sim-
ple and prototypical deep eutectic solvent (DES) useful for extracting compounds that are poorly sol-
uble in water or in electrochemical applications. The most widely studied composition is DA-TBACI
with a molar ratio equal to 2:1. The composition of DESs has a strong impact on their physicochem-
ical properties. Herein, a comparative study of thermal, dielectric, and ionic conductivities and elec-
trochemical properties of DA-TBACI is carried out with varying molar compositions 2:1, 1:1, and 1:2.
All the molar compositions lead to a stable fluid whose properties depend on the composition, pro-
viding better understanding and further insights into the chemical interactions that prevail in those
materials.

Keywords. Deep eutectic solvents, Dielectric spectroscopy, Electrochemistry.

Funding. Rennes Metropole and European Union (ERDF—CPER PRINT2TAN), CNRS—Network Sol-
VATE (GDR 2035).

Manuscript received 27 June 2024, revised 26 September 2024, accepted 26 November 2024.

1. Introduction Conservatively, a DES is defined as a mixture of
two or more H-bonded compounds that exhibits an
eutectic point and large non-ideal mixing effects [9].
The non-ideal character of DES that relates to spe-
cific interactions between a hydrogen-bond donor
(HBD) and a hydrogen-bond acceptor (HBA) signif-
icantly enhances the temperature depression of the
melting point at the eutectic point. Interestingly,
this effect has significantly expanded the number
of candidates as ingredients for the formulation of
these new solvents, as it allows the inclusion of com-
pounds that are normally found in solid form at room

Since pioneering studies in the early 2000s [1], deep
eutectic solvents (DESs) have developed as a new
class of alternative solvents, complementing the po-
tential offered by other unconventional media such
as ionic liquids. They are promising in many appli-
cations [2,3], notably as extracting media for natural
compounds or for pesticide recovery or even for CO,
capture to name a few [4-8].

*Corresponding authors
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temperature in their pure state. Beyond melting,
non-ideality also implies that DESs present proper-
ties that differ from those of their constituents when
considered independently, thus offering new oppor-
tunities to design solvents for specific applications.

The DESs have been divided into five classes. No-
tably, class Il is of interest in this work where the HBA
is an ionic constituent of an organic salt, typically a
quaternary ammonium halide similarly to ionic lig-
uids [10]. Type III systems have been largely rep-
resented in the DES panel, and are especially inter-
esting for electrochemical applications. Most DESs
proposed so far have been of hydrophilic nature al-
though increasing their hydrophobicity has become
an important goal in order to expand their applica-
tion scope [11,12]. For instance, higher hydrophobic-
ity is interesting because it provides DESs the ability
to dissolve natural products with limited water solu-
bility like carotenoids for instance, also helping pre-
serve their antioxidant properties [7] and enabling
better performance in CO, capture [8].

These characteristics are promoted by the combi-
nation of organic salts comprising long alkyl chains
with poorly water miscible HBD molecules such
as fatty acids. Since a pioneering study in 2015,
such systems have been commonly classified as “hy-
drophobic DESs” due to their low water content and
low ion leaching after mixing with water [12].

They have generally higher viscosities than hy-
drophilic DESs and exhibit lower to very weak con-
ductivities. Few of them could be used as electrolytes
in electrochemistry since the “hydrophobic DESs”
often belong to type V, that is, composed solely of
molecular substances [13,14]. Yet, for application in
electrochemistry, the composition of “hydrophobic
DESs” necessarily involves an organic salt. However,
a question arises about the evolution of polarity and
conductivity as a function of molar composition and
temperature. Herein, we address this point by fo-
cusing on one of the first reported and since widely
studied “hydrophobic DESs” consisting of a mixture
of decanoic acid (DA) as the HBD and tetrabutylam-
monium chloride (TBACI) as the HBA (Figure 1). We
present a systematic study of thermal, dielectric, and
ionic conductivities and electrochemical properties
of the DA-TBACI mixture as a function of molar com-
position for three compositions (1:2, 1:1, 2:1) in or-
der to cover the range of interest related to previ-
ous studies, including the most widely studied one

_\j (b)
\/\/N-'-/C}/\

/\A(a)/\/\j\
OH

Figure 1. Chemical structure of (a) decanoic
acid and (b) tetrabutylammonium chloride.

(2:1) [11,12]. The mixing of the corresponding eutec-
tic mixtures with a large amount of water is also qual-
itatively investigated according to the molar ratios of
eutectic components. The results show the strong
impact of the hydrophobic DA component with re-
spect to the ammonium salt to design a stable solvent
of low polarity having good conductivity, reasonable
viscosity, and good electrochemical property.

2. Materials and methods

The DA-TBACI liquid mixtures were prepared for
three different compositions denoted as DA-TBACI
(n:m), with n:m corresponding to the molar stoi-
chiometry. DA and TBACl were purchased from Acros
Organics and were used without further purification.
DA (melting point 31.5 °C) and TBACI (melting point
83 °C-86 °C) were mixed in molar ratios 1:1, 2:1, and
1:2 at 80 °C under stirring for 2 h until a homoge-
neous and transparent liquid was obtained. Then,
the mixtures were allowed to cool at room temper-
ature and stored under ambient conditions. The col-
orless fluids are visually stable over time (more than
1 year). The water content of the resulting mix-
tures was determined by Karl Fischer titration (831
KF Coulometer with a generator electrode with di-
aphragm, Metrohm) with an average of three mea-
surements: DA-TBACI (1:1) has 2.8% of water (w/w);
DA-TBACI (2:1) has 1.7% of water (w/w); DA-TBACI
(1:2) has 3.4% of water (w/w).

For differential scanning calorimetry (DSC) exper-
iments, the weighted samples were sealed in Tzero©
aluminum hermetic pans. The measurements were
taken with a Q20 TA instrument equipped with a lig-
uid nitrogen cooling system. The standard calibra-
tion of temperature and heat flux was performed by
measuring the melting transition of an indium sam-
ple. Thermograms were acquired on cooling, fol-
lowed by a heating ramp in the temperature range
from —120 °C to 35 °C with the same scanning rate
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of 5 °C-min~!. For DA-TBACI (2:1), an additional
measurement of the heating ramp at 5 °C-min~! was
recorded after a fast thermal quench at the maximum
cooling rate (approximately 200 °C-min~!) to avoid
crystallization (see the discussion in Section 3 for de-
tails).

For dielectric spectroscopy experiments, the sam-
ples were injected with a pipette between two stain-
less steel electrodes maintained by Teflon spacers in
order to form a parallel plate capacitor geometry with
a diameter of 20 mm and a spacing of 260 pm. Dur-
ing this operation, both the liquids and the sample
cell were heated up to about 60 °C to decrease vis-
cosity and ensure fast and complete filling of the cell
by the action of capillary forces. Then, the cell was
placed in a cryostat and maintained under a dry ni-
trogen atmosphere. The complex impedance of the
as-prepared capacitor was measured from 1 Hz to 10°
Hz with a Novocontrol high-resolution dielectric Al-
pha Analyzer with an active sample cell. The mea-
surements were taken at thermal equilibrium along
a cooling branch and a subsequent heating branch
with a temperature step of 2 °C, and typically cover-
ing the temperature range from —120 °C to 60 °C. The
temperature of the samples was controlled by a Qua-
tro temperature controller (Novocontrol) with nitro-
gen as the heating/cooling agent providing a temper-
ature stability within 0.1 °C. The temperature scan
rate, although discontinuous, was 0.3 °C-min~! on
average.

For electrochemical experiments, the measure-
ments were performed by using a home-made three-
electrode cell [15]. A glassy carbon disk electrode
(@ 1 mm), a platinum wire, and a silver wire were
used as working, counter, and quasi-reference elec-
trodes, respectively. The working electrode was care-
fully polished with SiC paper and diamond paste
(Struers) and then rinsed with ultrapure water and
dried with argon flow prior to experiments. Cyclic
voltammetry (CV) was carried out with an Autolab
PGSTAT30 potentiostat/galvanostat (Metrohm Auto-
lab BV).

3. Results and discussion
3.1. Differential scanning calorimetry

The phase behavior of the three different samples
was determined by DSC. For the three systems, the

same thermal cycling was first applied. It consists
in cooling from 35 °C to —120 °C and heating up to
35 °C at 5 °C-min~!. For DA-TBACI (1:2) and DA-
TBACI (1:1), no crystallization was observed, nei-
ther on cooling nor on heating as presented in Sup-
plementary Information (Figures S1 and S2). This
means that for these compositions, DA-TBACI mix-
tures can be easily supercooled and form very good
glass-forming systems. Indeed, a glass transition was
clearly demonstrated by a jump in the heat capac-
ity. In contrast for DA-TBACI (2:1), crystallization
occurred during cooling as indicated by an exother-
mic peak in Figure S3. This crystallization concerned
only a fraction of the sample. In fact, the remaining
liquid phase performed a glass transition and even-
tually fully crystallized during the subsequent heat-
ing (Figure S3). In order to form a glass that was
free from partial crystallization, the DA-TBACI (2:1)
system was quenched by cooling at the maximum
rate (200 °C-min~!). Under these conditions, the ab-
sence of an exothermic signal during cooling indi-
cated the successful formation of a pure amorphous
glassy state.

On heating above the glass transition temperature
T, the supercooled liquid of DA-TBACI (2:1) crystal-
lized at —55 °C (cold crystallization) and then melted
on a broad temperature with two main endothermic
peaks centered at —25 °C and —10 °C. These features
are characteristic of the melting of eutectic forming
binary systems at a composition that differs from the
eutectic point [16]. On the other hand, it has been
shown that the DES exhibits a better glass-forming
tendency for compositions neighboring the eutectic
one as seen for the other two DA-TBACI systems. The
precise determination of the eutectic point, though
interesting, would require a systematic study of the
entire phase diagram, which lies out of the scope of
the present study dedicated to liquid phase proper-
ties. Moreover, due to its very good glass-forming ca-
pability on a broad range of compositions, the pre-
cise determination of the eutectic point would prob-
ably be elusive.

In order to focus on the long-time liquid dynam-
ics, the glass transitions of the three samples are com-
pared in Figure 2. On increasing the relative amount
of organic salt (TBACI) in the mixture, the position
of the heat capacity jump systematically shifted to a
higher temperature, with the glass transition temper-
atures being respectively Ty = —83.8 °C, —76 °C, and
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Figure 2. Thermograms measured during
heating at 5 °C-min~! of DA-TBACI mixtures
with compositions 2:1 (dash-dotted green),
1:1 (solid black), and 1:2 (dashed red). These
heating ramps were acquired after cooling at
the same rate except for DA-TBACI (2:1), where
a thermal quench was applied.

—63.1°C. This means that for this range of compo-
sitions, the relaxation dynamics of the mixture slow
down by adding TBACI to DA. This is in agreement
with the observed increase in viscosity of the solvents
at room temperature.

This dependence of Ty on the composition can
be interpreted as resulting from an increase in inter-
molecular correlations between the different species
of the mixtures due to enhanced H-bonds and elec-
trostatic interactions between DA and TBACL. Such
interactions are often invoked in DESs and also
related to unusual thermodynamic or structural
features, such as the formation of supramolecular
species [17-22]. However, it is worth pointing out
that mixing effects on the dynamical properties of
DESs are not systematically observed. For instance,
opposite effects of adding choline chloride into neat
polyols have been reported for glyceline and etha-
line [23]. As a whole, the different dependences of
the glassy dynamics on the composition of the liquid
mixture illustrate the complexity of intermolecular
correlations in DESs that result from the balance
between H-bonds, electrostatic interactions, and
herein, hydrophobic interactions.

The calorimetric glass transition offers a limited
view of the DES dynamics, typically restricted to a re-
laxation timescale of the order of 10% s. This corre-
sponds to a temperature at which the system is ex-
tremely viscous. In order to link the glass transition
to the actual dynamics in the fluid liquid state, a com-
plementary study by spectroscopic methods is valu-
able.

3.2. Dielectric spectroscopy

Dielectric spectroscopy has been demonstrated to
be a very powerful method for DES studies [16,23—
25]. It covers an extended dynamical range bridg-
ing the gap from molecular to calorimetric timescales
while providing insights into both the ionic trans-
port (conductivity) and dipolar relaxation (polariza-
tion).

The complex dielectric function of the sample
e*(f) = €' (f)—ie" (f) was measured for the three sam-
ples by cooling steps of 2 °C, where f denotes the fre-
quency of the electric field that ranges from 0.1 Hz
to 1 MHz, €' and ¢ are the real and loss parts of
the complex dielectric function, and i symbolizes the
imaginary unit [26]. They are illustrated in Figure 3
for DA-TBACI (1:1) and for a selection of tempera-
tures. Different contributions can be identified as
a function of frequency and temperature. First, a
considerable increase in the real part of permittiv-
ity was observed at high temperature and low fre-
quency. This effect is classically attributed to elec-
trode polarization induced by the accumulation of
ions at the surface of the blocking electrodes [26].
This phenomenon does not reveal any useful phys-
ical information about liquid properties, and its
contribution to the total intensity could be simply
accounted for by a phenomenological power law
function.

The most remarkable observed feature is the
prominent dipolar relaxation process that is illus-
trated in Figure 3a by the jump of &'(f) from static
permittivity & to high-frequency permittivity £o.
This relaxation process is also apparent in the loss
part €’ (f) although its corresponding peak (see the
dashed line in Figure 3b) is overwhelmed by conduc-
tivity that additionally contributes to &”(f).

The dielectric relaxation and the ionic conductiv-
ity were analyzed quantitatively at each temperature
by fitting a model comprising a Havriliak and Negami
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Figure 3. (a) Real and (b) loss parts of the complex dielectric function of DA-TBACI (1:1) as a function
of frequency for a selection of temperatures regularly spaced by steps of 2 °C (the lowest and highest

temperature values are indicated in each panel).

The total fitted functions (thin dashed lines) are

virtually indistinguishable from the experimental data points (symbols). The individual contributions
from dipolar relaxation (thick black solid line) and conductivity (thick dashed line) to the total fitted
function are illustrated for the temperature T = —52 °C.

function (HN-model) [27] and a dc-conductivity
term according to Equation (1).
Ae .o
+ —-i— 1)
a+ (inHN)aHN)ﬁHN wWE

In this model, w = 27tf, € is the sample permit-
tivity in the limit of high frequency, and Ae = &5 -
£ and Tyy are, respectively, the dielectric strength
and the HN relaxation time; o stands for the dc-
conductivity of the sample and &; the permittiv-
ity of vacuum. According to the formalism of the
HN-model, the exponents ayy and Bun (0 < aun;
apnPun < 1) are fractional parameters describing,
respectively, the symmetric and asymmetric broad-
ening of the complex dielectric function with respect
to the Debye model.

First, we consider the static dielectric permittiv-
ity &, which is an important indicator of the po-
lar character of solvents. For DA-TBACI (2:1), we
found &5 = 6.5 + 0.5, with negligible temperature ef-
fects in the range studied while larger values were
found for the other two compositions (65 = 11 +
1). The increase in &5 with the addition of TBACI
when going from (2:1) to (1:1) is most probably as-
sociated with the large polar character of the ionic
component TBACL. However, the saturation of &g
with salt content when further increasing the frac-
tion of TBACI from (1:1) to (1:2) demonstrates that

£ (W) =€

not only the individual dipoles of species in the mix-
ture but also their relative spatial arrangement deter-
mines the dielectric permittivity of the solvent. In-
deed, the Kirkwood-Frohlich formalism accounts for
the role of angular correlations between the dipoles
of different molecules present in the liquid. In this
framework, the evolution of e, among the three sam-
ples would be consistent with the gradual forma-
tion of DA-TBACI supramolecular arrangements that
promote the antiparallel dipolar configurations of
TBACI ions [28]. This possibility definitely neces-
sitates complementary structural characterizations
as accessible by optical spectroscopy or diffraction
methods.

Beyond static information gained from &g, we dis-
cuss now the liquid dynamics. The average relax-
ation time, which is classically related to the maxi-
mum peak position in the loss part of the complex di-
electric function, was evaluated by Equation (2) [29].

nagy VO | (mapnfun I/aHNZ
2+2.BHN) (2+2,5HN) @

The temperature dependence of the relaxation
time is illustrated in Figure 4 in Arrhenius coordi-
nates. Note that for DA-TBACI (2:1), the accessible
temperature range was reduced due to crystallization
on cooling at about —36 °C. Deviation from the Ar-
rhenius law was observed for the three samples. This

T =TyNSin




10 Mohammad Nadim Kamar et al.

phenomenon is typical for supercooled liquids, and it
has also been reported for many DESs [16,23-25]. It is
often associated with the emergence of cooperativ-
ity, which leads to an increase in the apparent activa-
tion energy on approaching the glass transition. Very
good fits to the data were achieved with the VFT law
as illustrated by the solid line. The extrapolation of
the relaxation time using the VFT law toward 7 = 10% s
provides an estimate of the glass transition tempera-
ture that is in perfect agreement with the calorimet-
ric temperature (see the symbol in Figure 3). This
demonstrates that the dipolar relaxation measured
by dielectric spectroscopy is directly coupled to the
main structural relaxation of the liquid. A system-
atic slowdown of the relaxation dynamics is obtained
when increasing the fraction of TBACI into the liquid
mixture. This agrees with the conclusion made from
the DSC part. In addition, we have used the Vogel-
Fulcher-Tammann (VTF) fits to compute the fragility
index m, which is a measure of deviation from the
Arrhenius behavior [30]. The obtained values are in
the range m = 58-81, and they increase with increas-
ing TBACI fraction. They are located between values
obtained for choline chloride based DESs and their
aqueous solutions (m = 40-60) [23,24], which are
classified as intermediate liquids on the one hand,
and hydrophobic DESs based on menthol-thymol
mixtures (m = 77-86), which are classified as frag-
ile (i.e., showing larger deviation from the Arrhenius
law) on the other hand [16].

In addition to the temperature dependence of the
average relaxation time, another important feature
is the deviation of the dipolar relaxation function
from a simple Debye process. This salient behavior
can be expressed in time domain by a stretched ex-
ponential function e~*/?” which is also known as
the Kohlrausch-Williams-Watts (KWW) law. While
simple Debye relaxation is recovered for f =1, a
stretched relaxation process is obtained for lower val-
ues of the § exponent. We evaluated the value of
using HN fractional exponents obtained from the fit
in the frequency domain and the numerical ansatz
B = (aunfun)V/123 [31].

On the temperature range studied, the stretch-
ing exponent was = 0.7 = 0.05 for DA-TBACI (2:1),
which indicates relatively weak deviation from the
Debye law. On the contrary, much lower values
of the KWW exponent ( = 0.45 + 0.05) were found
for the other two compositions having a larger frac-

T T T T I T T T
. DA-TBACI (1:2)
. DA-TBACI (1:1)
. DA-TBACI (2:1)

3.5 4 4.5 5
1000/Temperature (K~)

o
)

Figure 4. Arrhenius plot of the dipolar relax-
ation time of the studied DA-TBACI mixtures
with compositions 2:1 (green triangles), 1:1
(black circles), and 1:2 (red squares). The
calorimetric glass transition is indicated by the
symbol located at T = 10? s. VTF fits are illus-
trated by solid lines.

tion of ionic species, namely, (1:1) and (1:2). For
glass-forming liquids, the non-Debye relaxation be-
havior is often attributed to dynamic heterogene-
ity. For DESs, dynamic heterogeneity possibly stems
from the association of different components of mix-
tures, which has been shown to result in the forma-
tion of mesoscopic domains [20-22]. In this context,
the broader distribution of relaxation times can arise
from molecules experiencing different local environ-
ments.

3.3. Ionic dc-conductivity

Complementary to dipolar relaxation, dielectric
spectroscopy experiments provide useful informa-
tion about liquid dynamics from dc-conductivity. As
shown in Figure 3b, the conductivity of DESs appears
as an intense component of the loss part of the di-
electric function, which is inversely proportional to
frequency,

The temperature dependence of conductivity, as
determined by the fitting of Equation (1), is illus-
trated in Figure 5 in Arrhenius coordinates. For
all samples, a super-Arrhenius behavior is obtained,
which again could be well reproduced by a VTF
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model. This temperature behavior is close to that of
dipolar relaxation, which suggests that both proper-
ties are actually linked. A possible explanation is that
both processes reflect the temperature dependence
of viscosity. On the one hand, dielectric relaxation
relates to a large extent to the rotational dynamics
of dipolar species. Assuming the validity of classical
hydrodynamic laws, the relaxation time should scale
with the viscosity 7 according to the Stokes-Einstein—
Debye equation 7 « 8mtrn/(kT), with r being the hy-
drodynamic radius. On the other hand, the ionic con-
ductivity should be inversely proportional to the vis-
cosity, assuming that both the Nernst-Einstein and
Stokes—Einstein relations apply. This predicted be-
havior was actually confirmed for DA-TBACI (2:1)
and (1:1) as illustrated in Figure S4. Contrariwise,
this scaling law was only partly obeyed for DA-TBACI
(1:2), which showed deviation in the high tempera-
ture limit.

In the literature, different situations have been re-
cently reported about the (de-)coupling between ro-
tation and translation dynamics in DESs. In the case
of the prototypical ionic DES ethaline, translation—
rotation decoupling was observed neither for the
neat mixture nor for its moderately hydrated vari-
ants [23-25]. For the non-ionic menthol-thymol DES

instead, a power law o ox 7% was observed, with
a fractional exponent a that was close to unity for
equimolar composition but increasingly deviated as
the fraction of thymol in the mixture increased [16].
This partial decoupling was interpreted as a possi-
ble hint for the development of spatial dynamic het-
erogeneities in this range of compositions. Similarly,
for reline, the deviation from the Walden rule that
links ionic conductivity to viscosity was reported [25].
The presence of complex supramolecular structures
was invoked as a possible origin of this unusual
charge transport. Although based solely on dynam-
ical properties, the observation made for DA-TBACI
by increasing the amount of salt also points toward
the possible formation of supramolecular entities
involving both ionic (TBACI) and H-bond donors
(DA).

Finally, the inversion in the order of conductivity
values, which intersect approximately at room tem-
perature, reflects the different impacts of TBACI on
the liquid property. On the one hand, going from
(2:1) to (1:2), DA-TBACI increases both the concen-
tration of ionic mobile species and water content,
which contributes to high conductivity at high tem-
perature. On the other hand, it increases liquid
fragility, which has a negative impact on conductivity
at sub-ambient temperature since viscosity increases
more drastically on cooling with TBACI stoichiome-

try.

3.4. Electrochemistry

The electrochemical behavior of the three mixtures
is displayed in Figure 6. The CVs have been recorded
using a glassy carbon electrode with anodic and ca-
thodic potential limits arbitrarily chosen. In agree-
ment with the results above, all the mixtures are suf-
ficiently conducting to serve as electrolytes. The
electrochemical window (i.e., the potential range be-
tween anodic and cathodic limits) is relatively shrunk
compared to ionicliquids. The potential windows are
about 2 V while ionic liquids show typical windows
of 4.5-5 V [32]. This is probably due to the presence
of water (2-3 wt%) and oxygen from air that accom-
panies water. However, the corresponding electro-
chemical windows are still larger than that of aque-
ous electrolytes.

Another interesting point is the shape of the CVs.
The CV shape for DA-TBACI (1:2) is different from
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Figure 6. Cyclic voltammetries of the three
DA-TBACI mixtures at 0.2 V-s~! at a glassy car-
bon disk electrode: DA-TBACI (1:1) (black),
DA-TBACI (2:1) (green), and DA-TBACI (1:2)
(red).

that for DA-TBACI (1:1) and DA-TBACI (2:1). On
the one hand DA-TBACI (1:1) and DA-TBACI (2:1)
show similar behavior, but on the other hand the
CV corresponding to DA-TBACI (1:2) is much more
flattened than the former two. This indicates a more
resistive behavior of DA-TBACI (1:2) than those of the
other two compositions. This observation is in fair
agreement with the ionic dc-conductivity analyses.

3.5. Behavior of mixtures with water: qualitative
examination

Hydrophobicity of the DES could be qualitatively as-
sessed by the appearance of a phase separation af-
ter being mixed with a large amount of water. After
vigorous stirring at ambient temperature, the three
compositions tend to phase-separate (Figure 7) just
after mixing with 29 wt% of water. These behav-
iors are in good agreement with the dielectric mea-
surements above, suggesting that all the composi-
tions give non-polar fluids. However, after 3 days,
another equilibrium is reached and only the compo-
sition DA-TBACI (2:1) still exhibits a phase separa-
tion with water while the other two compositions re-
main mixed with water (Figure 7). Considering that

TBACI is a hydrophilic and DA a hydrophobic com-
ponent, these observations show that the hydropho-
bicity character obviously stems from DA, which is
in molar excess for this mixture composition. Of
course, leaching of the hydrophilic component could
occur in the water-rich phase as already observed [5].
The clear mixing of hydrophobic DES with water is
known to be sensitive to the amount of water. For in-
stance, the upper limit is found around 10 wt% for
a DES formed with decanoic acid and tetrabutylam-
monium bromide (2:1) [8]. A higher value of the wa-
ter content upper limit is nevertheless found herein
although tetrabutylammonium bromide is less hy-
drophilic than its corresponding chloride counter-
part. Interestingly, we also observe that water mix-
ing is also strongly dependent on the molar ratio
composition. A more precise microscopic descrip-
tion of the DES would be interesting to better un-
derstand the phenomenon. However, we may ra-
tionalize the observations on the basis of hydrogen-
bonding effects since these interactions are of ma-
jor importance in the preparation of these mixtures.
Indeed in the DES, TBACI is likely to be hydrogen-
bonded with DA to form a stable structure even if a
small amount of water is part of the structure, prob-
ably through the formation of hydrogen bonds be-
tween the eutectic and water. When increasing the
water content, a competition may occur between
the formation of hydrogen bonds of water with the
HBD and HBA components of the eutectic mixture
and the formation of hydrogen bonds between the
two components that preserve the eutectic structure.
At a certain point, and for a large amount of wa-
ter, the hydrogen bonds arise mainly from the as-
sociation of water-isolated components, hence de-
stroying the fluid structure to enable efficient mix-
ing with water. In the case of choline chloride based
DESs, a cross-over separating two distinct thermo-
dynamic behaviors was observed for a water con-
tent of 30 wt% from a “water-in-DES” to “DES-in-
water” situation although no macroscopic liquid-
liquid phase separation occurred at room tempera-
ture due to their strong hydrophilic character com-
pared to DA-TBACI [33-35]. A larger amount of HBD,
namely, DA helps maintain the structure even if the
eutectic point is not necessarily reached. Hydropho-
bic eutectic mixtures can form stable mixing systems
with a certain molar fraction of water depending on
their own molar composition.
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Figure 7. Pictures of 800 nL DA-TBACI (1:1), DA-TBACI (2:1), and DA-TBACI (1:2) just after mixing with

300 pL of water (top) and after 3 days (bottom).

4. Conclusion

In the quest for new solvents with designed prop-
erties, hydrophobic DESs are promising candidates
for meeting important needs for the extraction of
compounds that are poorly soluble in water or for
electrochemical applications. The present experi-
mental study highlights the specific interest in DESs
based on decanoic acid and tetrabutylammonium
chloride.

Combining experimental approaches, we demon-
strate the low polarity of this solvent, which has suit-
able viscosity, good conductivity, and electrochem-
ical property. Moreover, comparing three different
compositions (n:m) 2:1, 1:1, and 1:2, we reveal the
central impact of stoichiometry on these properties.
This regards thermal stability, which is virtually un-
limited for n < m due to the suppression of crys-
tallization. Furthermore, an acceleration by two or-
ders of magnitude of molecular dynamics, as eval-
uated from dipolar relaxation and glass transition,
is achieved by increasing the DA content. This also

results in different ionic conductivities and electro-
chemical activities. Finally, the different long-time
evolutions of DESs after water addition also indi-
cate, at least at a qualitative level, that stoichiome-
try deeply influences the resistance of the DES struc-
ture to hydration. Overall, these findings support the
interest in DA-TBACI as a solvent with real potential
to fine-tune its properties by varying stoichiometry in
order to adapt it to specific application requirements.
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1. Introduction

Charged polymer chains, also referred to as “poly-
electrolytes” (PEs), are omnipresent among natural
compounds (e.g., polysaccharides, nucleic acids) or
indeed among the many synthetic substances used
in food, cosmetic, and packaging industries as well
as in water treatment and several other fields [1].
The behaviour of charged polymer chains in solu-
tion, and we shall restrict ourselves here to aqueous
solutions, is a world of its own. Two possible refer-
ence situations can be thought of as systems of de-
parture: (a) electrolyte solutions and (b) uncharged
polymer chains in solution. In the first case, we de-
part from a solution of atomic or molecular ions,
both positive and negative, and we add connectivity
between one type of these ions, be it positive or nega-
tive. This creates significant charge density inhomo-
geneities in the solution. This is by now not the com-
mon way of thinking about PE solutions, but it was
indeed the point of departure for Fuoss et al. back
in the 1950s [2]. In the second case, we start with
the already quite complex case of a macromolecu-
lar chain in solution, where the quality of the solvent
(good/theta/bad) decides the chain conformation.
Next we add charge to a fraction of the monomers
on the chain, but importantly we also need to in-
troduce a population of counterions into the sur-
rounding solution (and partially condensed onto the
chain if the necessary conditions are met). Either
way, the transition (adding connectivity or adding
charge) is far from trivial and the consequences in
terms of the structure, interactions, and dynamics of
the (macro)molecular species present in such a so-
lution are considerable. This is naturally reflected
in the very different properties of the solution at the
macroscopic scale, its phase diagram, rheology, os-
motic pressure, heat of dilution, and other thermo-
dynamic properties [1].

Historically, it is indeed through the macroscopic
properties that the peculiar behaviour of PE solutions
was uncovered, and the rheological studies of Fuoss
et al. (the Fuoss law) remain a reference in this re-
spect (e.g., [3]). Tremendous progress has been made
since the Fuoss studies and we recommend two re-
views, dating from very different times, to trace this

progress [4,5]. A breakthrough came in the 1970s
with the advent of scattering techniques, in partic-
ular neutron scattering, the seminal experimental
work of Cotton, Jannink et al. [6,7], and the accompa-
nying theoretical developments by de Gennes, Pfeuty
et al. (the scaling approach) [8-10]. From this point
onwards, the molecular level description of solutions
of neutral polymers and later on PE solutions indeed
began to emerge.

Overall, the scaling-based theory of PE solutions
is highly successful, especially when dealing with the
interpretation of neutron and X-ray scattering exper-
iments. There, it predicts correctly the scaling of
the PE chain correlations probed via the universally
observed maximum in the scattering data, the so-
called polyelectrolyte peak. This feature of the scatter-
ing curves is completely absent for solutions of neu-
tral polymers and reflects the electrostatic repulsion
present in solutions of charged chains. De Gennes’
theory of PE solutions was later broadened by Do-
brynin and Rubinstein to include all cases of sol-
vent quality and concentration regimes [11]. The
initial picture of dilute and semidilute concentra-
tion regimes was enriched (entangled and nonentan-
gled subregimes) and extended, especially in the high
concentration range [12-14]. The competition be-
tween electrostatic repulsion along a PE chain and
hydrophobic (solvophobic) collapse has led to the
prediction of the so-called pearl-necklace conforma-
tion of PE chains for the case of bad solvent [15],
and these have indeed been observed experimen-
tally [16,17] and by simulations [18].

Both the conformation of individual chains (the
chain form factor) and the chain-chain correlations
(the structure factor) modify the scattering curves.
These individual contributions often cannot be dis-
tinguished easily, contrary to solutions of inorganic
colloids for example. Polymer/PE solutions pose two
problems in this respect: (1) the conformation of
polymer/PE chains changes as a function of concen-
tration and (2) polymer chains are penetrable ob-
jects, that is, individual chains can get entangled.
A very elegant method, the zero average contrast
(ZAC) method, is accessible in neutron scattering to
highlight each of the contributions for cases where
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deuteration of the polymer/PE chains is possible [19].
In the absence of such measurements, the main fea-
ture to account for in the scattering spectra remains
the position of the scattering peak. As follows from
the above paragraphs, the position of the PE peak de-
pends not only on the PE concentration but also on
the chain conformation (consequence of the effec-
tive chain charge and the solvent quality).

In our past publications, we have shown that for
identical PE concentration, solvent quality, and va-
lence of the counterions, the chemical nature of the
counterion by itself can also influence the shape of
the scattering curve, the position, and shape of PE
peak and the extent to which this peak is indeed vis-
ible or not [20,21]. The origin lies in the hydration
of the given ion, which leads to a different degree of
screening of the chain charge. When the chemical
nature of an ion is to “blame” for a given observation,
biochemists and physical chemists refer to such in-
stances as ion-specific effects [22-27]. It has been ob-
served that ion-specific effects manifest themselves
more strongly for anions than cations [28,29]. Solu-
tions and gels based on cationic chains with compen-
sating anions, such as ionenes [20,21,30], show in-
deed stronger ion-specific effects than anionic PEs,
such as the widely studied polystyrene sulfonate [16,
31-34]. Needless to say, any purely electrostatic the-
ory, such as the scaling approach of de Gennes, the
Manning theory of counterion condensation [35,36],
or indeed the Poisson-Boltzmann approach [32] can-
not account for these effects as hydration properties
of solvated ions do not come into consideration. At-
tempts in what seems the correct direction are the-
ories accounting for local dielectric heterogeneities
around the ions and the PE chains [37]. The orien-
tation of the dipole moment of water molecules is in-
deed closely linked to the hydration and the polaris-
ability of the hydrated species.

Ionenes, the focus of this study, are a group of wa-
ter soluble cationic PEs with pH independent charge,
based on quaternary ammonium charged centers
linked by simple hydrocarbon chains. Ionenes have
already several applications including ion exchange
resins [38], water treatment in the oil industry [39],
humidity sensors [40], organic templates in the syn-
thesis of mesoporous silica [41], and anti-microbial
agents [42]. Within the realm of PEs, ionenes present
the advantage of a regular and tunable separation of
charges on the backbone, as opposed to statistically

distributed charges for other PEs. In our initial scat-
tering studies on ionene aqueous solutions, we ex-
plored the transition from hydrophilic to hydropho-
bic polyelectolyte behaviour as the ionene charge
density decreases. This transition was indeed found,
however later than expected: the hydrophobicity of
the hydrocarbon backbone of ionenes becomes “vis-
ible” when only 15% of the monomers are charged,
not before [21]. Dramatic ion-specific effects in
ionene aqueous solutions have been initially ob-
served in thermodynamic properties [43-45] and
later on the microscale by scattering for the partic-
ular case of two halide ions, F~ and Br~ [20,21]. In
this contribution, we show how this generalises for an
entire series of halide counterions and what conse-
quences it has for the dynamics of the PE chains. We
bring information on the chain dynamics at the mi-
croscopic (nm) scale, by the neutron spin echo (NSE)
technique, and also on the mesoscopic (um) scale, by
pulsed field gradient NMR (PFG-NMR).

2. Experimental methods
2.1. Ionenes: synthesis and structural overview

Ionenes and their precursors were synthesised us-
ing a procedure adapted from those described previ-
ously [20,21,45]. The details of the synthesis are pro-
vided in the SI file (part 1). The synthetic route leads
invariably to ionenes with bromide counterions. The
molecular weights of ionenes were determined by
size exclusion chromatography (SEC) as described
in [46]. The range of molecular weights is 20,000—
60,000 g/mol, which corresponds to 100-300 nm
in terms of chain length. SEC measurements on
cationic PEs are very difficult [47] and, for us, were
successful only for 6,9-ionenes. In the following, we
consider that the above range of molecular weights
applies also to ionenes of other charge densities,
which were synthesised under identical conditions.
We have indeed confirmation that the molecular
weights of ionenes with different charge densities are
of the same order of magnitude from the NMR signal
of amine end groups, which allows estimation of the
degree of ionene polymerisation [48].

Counterion exchange was performed by dialysis
starting from Br-ionenes. Dialysis tubes (Sigma-
Aldrich, MWCO = 12,000 g-mol~!) were filled with
0.02 M solutions of Br-ionenes and first dialysed
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against 0.05 M solution of the desired NaX (3 weeks)
to exchange anions and then dialysed against water
(2 weeks) to remove sodium ions. All ionene solu-
tions for neutron scattering and NMR measurements
were prepared gravimetrically. Deuterated water (Eu-
risotop, 99.9%D) was used for neutron scattering
samples as well as NMR samples. The pH of the solu-
tions was close to neutral, and thus we estimate the
effects of any dissolved carbonic acid as very small.
The general chemical formula of ionenes is
[-(CH3)2N*—(CH3),—(CH3)2N*~(CHy) -1, for an
x, y-ionene chain with Br™ or other counterions (Fig-
ure 1). Ionenes with X~ counterions are referred to
as X-ionenes in the rest of the manuscript. Values x
and y represent the number of -CH,— (methylene)
units between adjacent charged centers (quaternary
ammonium centers) and can be varied accurately by
synthesis [49-51]. By increasing x and y, the ionene
chain is less charged. In this manuscript, we dis-
cuss ionene chains for which x, y = 3,3 and 6,9 (re-
ferred to as 3,3-ionenes and 6,9-ionenes). The simple
structure (absence of bulky side groups) and finely
tunable and regular charge density are very inter-
esting structural features of ionenes. Other PEs, in-
cluding styrene, often present charge on (bulky) side
groups and charged monomers are distributed sta-
tistically along the chains. In order to draw a parallel
between ionenes on one side and polystyrene-based
and other PEs on the other side, we may consider the
structure of ionenes as a sequence of charged and
uncharged “monomers” as depicted in Figure 1.

2.2. Neutron scattering

Small angle neutron scattering (SANS) measure-
ments were carried out on the PACE spectrom-
eter at LLB-Orphée, Saclay, France. Using up to
three different combinations of incident neutron
wavelength (1) and sample to detector distance, a
wavevector (q) range of 0.01-0.45 A~1 was covered
(g = 4nsin(@/2)/1). The detector efficiency was
taken into account by normalisation of data with a
flat (incoherent) signal from bulk light water. Ionene
solutions (hydrogenated chains in D, O solvent) were
loaded into quartz cells with a path length of 1 or
2 mm. Due to the isotropic nature of our samples,
data were grouped in concentric rings, each corre-
sponding to a given g value. The measured scattered
intensities were corrected for transmission, sample

a) r xy-ionene a@) fopem €
I i '°"e|ne 33~ 500 050 1.43
o Nv{"};
N 4,5~ 6.88 036 1.04
X X
6,6- 875 029 0.82
b) uncharged

monomer

X | X 6,9- 10.63 024 067
|
+ +
"/?\4’\/’;\ 612~ 1250 020 0.57

charged 12,12- 16.25 0.15 0.43
monomer

Figure 1. Left: (a) Schematic view of an x, y-
ionene chain. (b) Schematic view of a 3,3-
ionene (x = 3, y = 3) chain, showing the defini-
tion of a charged and an uncharged monomer.
Right: lonene structural parameters: a is the
charge separation on the chain, fohem the frac-
tion of charged monomers, and ¢ the Manning
charge density parameter, defined as ¢ = Lp/a,
where Lg is the Bjerrum length (7.14 A in water
at room temperature). While 4,5-ionenes are at
the ¢ = 1 limit (onset of Manning-type conden-
sation), only 3,3-ionenes have sufficient charge
density to induce significant condensation
(¢ > 1) and decrease the chemical charge
(fchem) to an effective charge (fefr).

thickness, and incoherent and solvent background
to yield the coherent scattered intensity I.,,. We
checked the reproducibility of neutron scattering
spectra by measuring samples from different synthe-
sis batches.

Neutron Spin Echo (NSE) [52,53] experiments
were carried out on the IN15 spectrometer in ILL,
Grenoble, France. Samples (hydrogenated chains in
D, 0 solvent) were measured in 1 mm or 2 mm flat
quartz cells. Using a combination of two neutron
wavelengths, 6 A and 9 A, and detector angles of 3°,
5°,7°,10° 13° 19° at 6 A and 3°, 6° at 9 A, we achieved
an accessible g range of 0.04 A=! to 0.5 A~! and time
range of 0.07-11 ns at 6 A and 0.25-36 ns at 9 A. Both
static (I,on) and dynamic data (I(g, t)) in NSE were
corrected for contributions from the quartz cell and
the solvent (D,0) background.

2.3. Pulsed field gradient NMR

The single pulse '"H NMR spectra were recorded us-
ing a Bruker Avance III 300 MHz NB spectrometer
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Figure 2. Coherent neutron scattering intensity normalised by ionene monomer concentration (I¢on/ ¢p)
in arbitrary units versus scattering wavevector (gq) for room temperature aqueous solutions (in D,0) of 3,3
X-ionenes at two monomer concentrations, 0.4 M (left) and 2 M (right). These monomer concentrations
correspond to volume fractions around 2% and 10%, respectively.

operating at 7.05 T. The lock was obtained with a
sealed 2 mm capillary filled with D, O inserted inside
the NMR tube. The chemical shift was referenced to
CHCI;3. The PFG_NMR experiments were performed
using a BBFO probe equipped with a 55 G-cm™! gra-
dient coil. We used an NMR pulse sequence combin-
ing bipolar gradient pulses and stimulated echo. This
sequence was repeated with 16 gradients of increas-
ing strength from 2 to 50 G-cm™! for a duration of
1.5 ms. The diffusion time was approximately 200 ms,
which corresponds to a diffusion over a length scale
of 1.5 um. The self-diffusion coefficients are ob-
tained by nonlinear least-square fitting of the echo
attenuation, using the Bruker TopSpin software. All
PFG-NMR data were measured at room temperature
on ionene solutions in D, 0.

3. Results and discussion

SANS data of 3,3 X-ionenes with four different halide
counterions X~ = F~, Cl7, Br—, I7), at a moderate
and a high monomer concentration, are shown in
Figure 2. From our previous scattering studies on
ionenes, we know that both of these concentrations
are in the semidilute regime. The overlap concen-
tration for ionenes synthesised using our protocols

was estimated to be below ¢, = 0.07 M [20]. In addi-
tion, viscosity data (see SI part 2) confirms that both
F-ionenes and Br-ionenes are in the same concen-
tration regime, that is, semidiluted. In the semidi-
luted regime, the position of the peak reflects the
mesh size formed by the interpenetrating chains. At
0.4 M monomer concentration, the spectra of all sys-
tems show a well-defined PE peak (a clear maximum)
at an almost identical position in the wavevector g
(a slight shift towards higher g values is noticed for
the F-ionene; see later). At high monomer concen-
tration (2 M), the four systems feature very differ-
ent scattering curves. Note that the increase in in-
tensity in the small g region (g < 0.03 A1) is due to
large-scale heterogeneities in the system—a repeat-
edly observed feature for PE solutions/gels, which re-
mains poorly understood. The changes that interest
us most are thus confined to the g region roughly be-
tween 0.03 A~ and 0.4 AL In this central region, a
clear PE peak remains visible only for the F-ionene.
Its position is shifted to higher g values in compar-
ison to data at 0.4 M, as expected, due to a denser
mesh size at this higher concentration. In the se-
quence F~ — CI” — Br~ — I, the central part of the
spectrum gains in intensity and the intensity dip to
the left of the PE peak seen for F-ionene gradually
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disappears. As a consequence, the peak becomes
highly asymmetric (in the case of Cl-ionene, still a
slight maximum is observed). The peak disappears
completely for the Br-ionenes and I-ionenes and in-
stead a plateau is seen in the spectra, resembling a
signal we would expect from a neutral polymer.

Figure 3 summarises the position of the PE peak
for the four 3,3 X-ionenes seen in their SANS spectra.
Up to 0.1 M concentration, the position of the peak is
very close for all systems; for ¢, > 0.1 M, the situation
changes. Only the F-ionene follows the predicted c}'?
law and the three other systems depart significantly
from this description. Combining information from
Figures 2 and 3, we observe that at 0.4 M, the PE
peak position for 3,3 F-ionene is already somewhat
higher than for all other systems; all curves present a
well-defined PE peak. For higher concentrations, the
strong departure from the ¢},* law in Figure 3 for Cl-,
Br-, and I-ionenes is mainly a consequence of the PE
peak disappearing from the scattering signal. For a
poorly defined asymmetric peak, the determination
of its position is increasingly difficult (see the right
side of Figure 2). Overall, clearly the ion-specific ef-
fectis a high concentration phenomenon and we can
place the critical concentration at around 0.1 M. This
corresponds to a charge concentration in the system
0f 0.05 M according to ¢(X™) = ¢(N*) = ¢ fechem-

In order to further investigate the ion-specific ef-
fect and its consequence on the scattering spec-
tra, we carried out measurements for a series of
ionenes with mixed counterion clouds at a constant
monomer concentration. This was done for ionenes
of different charge densities (3,3, 6,9, and 12,12).
(Note that based on our previous scattering results,
we know that only the 12,12-ionenes begin to show
the signature of backbone hydrophobicity [21]. All
ionene chains with higher charge densities behave as
hydrophilic.) The most striking changes in the spec-
tra are observed for the most highly charged chains
(3,3-ionenes), and this system is shown in Figure 4.
Additional data for 6,9-Br/F and 12,12-Br/F systems
are included in the SI file (part 3). The two extreme
systems (xF = 1 and xF = 0) are naturally identical
to the F- and Br-ionene data in Figure 2. All inter-
mediate systems place themselves logically between
the two extremes, with gradual changes with increas-
ing/decreasing xF. The complete disappearance of
the PE peak (absence of a maximum) is only present
for the pure Br system. As expected, the intermediate

—_
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2 4 6 2 4 6 2

0.01 0.1 ¢ (M) 1
Figure 3. Position of the polyelectrolyte peak
in SANS spectra (g*) versus ionene monomer
concentration (cp) for 3,3-ionenes with differ-
ent counterions. Typical error bars are repre-
sented on the 3,3-F data set. Dashed line is a
guide to the eye representing a c,’* scaling law,
expected in the semidilute concentration
regime.

curves cannot be obtained by a linear combination of
the curves corresponding to the xF = 1 and xF = 0 ex-
tremes [54]. For a given xF, each chain is surrounded
by a mixed counterion cloud at the given ratio; there
are no chains in a “pure F” or “pure Br” environment.
Interestingly, as we decrease the charge density of
the ionene chains (6,9- and 12,12-ionenes), the dif-
ference in scattered intensity between the pure F and
pure Br extremes is diminished (see SI). This is prob-
ably due to a decreasing overall counterion concen-
tration in the system as we move from 3,3- to 12,12-
ionenes.

Having scattering data for ionene solutions across
a whole series of halide counterions gives a very
strong argument for the previously suggested origin
in terms of a decreased effective charge of the ionene
chains as we move towards larger, more polarisable
ions with a lower hydration energy, that is, as we
descend the halogen series in the periodic table. For
completeness, radii of halide ions in solution, polar-
isability, and hydration energies are summarised for
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Figure 4. Coherent neutron scattering inten-
sity normalised by ionene monomer concen-
tration (Icon/cp) in arbitrary units versus scat-
tering wavevector (gq) for room temperature
aqueous solutions (in D, 0) of 3,3-ionenes with
mixed Br-F counterion clouds. The fraction of
F~ counterions (xF) is shown in the legend. All
systems are at 2 M monomer concentration.

2 3 4

the four halide ions used in Table 1. For the larger
ions, the counterion atmosphere around the ionene
backbone is more constricted as has also been clearly
shown by previous molecular dynamics simulations
on ionene solutions [55]. As soon as counterion
clouds of adjacent chains do not overlap, the repul-
sion between the chains is no longer present and the
PE peak in the scattering spectra disappears. This is
a concentration-dependent phenomenon, accentu-
ated at high PE (and thus counterion) concentration,
which we can refer to as “ion-specific screening”. It
seems important to distinguish this from counterion
condensation in the Manning sense of the word. As
we have seen by osmotic pressure measurements in
ionene solutions in the past [20] and as was equally
observed for other systems [56], the counterions in-
deed still contribute to the osmotic pressure. This

Table 1. Ionicradiiin solution (Ry), polarisabil-
ities (a), and hydration free energies (AGpyq)
for halide ions

Ion Rs[58] al[59] AGhyd([59] AGhyd
A) (A%  (kcal/mol) (kgT/ion)
F~ 124 1.20 -112.1 -189.3
Cl- 180 3.65 -82.4 -139.1
Br~ 1.98 4.96 -76.1 -128.5
I~ 225 7.30 -67.0 -113.1

is contrary to what has been seen for counterions in
solutions of hydrophobic polystyrene-based PEs,
where counterions are condensed as part of the
“pearls” in the pearl-necklace conformation [57].

For completeness, we note that the interpreta-
tion of the SANS on ionene solutions, here and in
our previous publications [20,21], is based on the
assumption that the scattered signal is dominated
by the ionene monomer-monomer correlations and
that contributions of the counterions can be ne-
glected. The underlying estimation of the relative in-
tensities is provided in the SI (part 4). It shows that
contributions of halide ions to the scattered inten-
sity increase as we move from F~ to I”. Importantly,
for the purposes of the qualitative trends that we
discuss here, and which are common to ionenes of
all charge densities, the above assumption is indeed
reasonable.

In the following, we are interested in exploring
the rigidity of the ionene chains as a function of the
above ion-specific screening. We have explored this
for the case of F~ and Br~ counterions using the
NSE technique [52,53]. Neutron spin echo gives ac-
cess to the microscopic dynamics of the chain on the
length scale of nm and a timescale of ps-ns. These
are sufficiently short length scales to avoid the in-
fluence of large heterogeneities, which lead to the
observation of a slow mode, a very common fea-
ture in dynamic light scattering studies on PE solu-
tions [60,61]. The measured data in NSE is the in-
termediate scattering function I(g, t), which is for-
mally the spatial Fourier transform of the van Hove
correlation function g(r,t). We measure the dy-
namic data on the coherently scattered signal aris-
ing from the contrast between hydrogenated ionene
chains in a deuterated solvent (D,0), the same sys-
tems as those used previously for the small angle
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Figure 5. Intermediate scattering function
I(q,t) for 6,9-Br ionene at c, = 0.4 M as
measured by NSE. Each curve corresponds to a
given q value in the range from 0.04 to 0.36 A~1.
Lines are mono-exponential fits for a selection
of the curves.

scattering experiments. The NSE data were collected
for ionene chains with intermediate chain charge
densities, 6,9-ionenes, at 0.4 M and 2 M monomer
concentrations.

An example of NSE data is shown in Figure 5,
where a series of I(g,t) curves for 6,9-Br ionene at
0.4 M is presented, each curve corresponding to a
given ¢ value. Following a standard analysis, the data
was modeled using mono-exponential decay to ob-
tain a value of a characteristic relaxation time 7 at a
given g value. Under a simple diffusion model, this
characteristic time is converted into an effective dif-
fusion coefficient Deg following the relation 1/7 =
Deitq®. Note that for large g values, the background
corrections (quartz cell and solvent) lead to an un-
physical long-time asymptote of slightly less than 0.
For these cases, the fitting parameters were relaxed to
allow for a nonzero (slightly negative) constant back-
ground.

Figure 6 summarises the coherently scattered in-
tensity (as measured by polarisation analysis on NSE)
and the effective diffusion coefficients Deg result-
ing from the mono-exponential fitting of the I(g, )
curves. Data for all four systems studied by NSE
are shown: 6,9-Br and 6,9-F ionenes, each at 0.4 M
and 2 M monomer concentration. The position of
the PE peak in the coherently scattered intensity ob-
served by NSE (Figure 6, left) reflects what has been

observed already by SANS (Figures 2 and 4). The data
for Br- and F-ionenes at low monomer concentration
show a peak at the same g position while at high con-
centration, the scattered intensity is radically differ-
ent. For completeness, the relative contributions of
coherent and incoherent scattering, as determined
by polarisation analysis in NSE, are presented in SI
(part 5).

In Figure 6 (left), we also indicate the high g inten-
sity dependence. Assuming that the chain-chain cor-
relations do not contribute in a significant way to the
scattered intensity in the high g region (this is an ap-
proximation, as we are not working under the “zero
average contrast” conditions here), the power law
reflects the conformation of the individual chains.
While a g~! behaviour is characteristic of a rod-like
conformation (and this is the case of the low con-
centration data for both Br- and F-ionenes), a q‘2
behaviour corresponds to the signal of a Gaussian
chain, in other words a neutral polymer in a © solvent
(g7 indicates Gaussian chains with an excluded
volume contribution). It is clear that compared to
0.4 M data, both 2 M data sets have a higher decay
exponent (g~'4?) at high g values, which indicates
a less rod-like conformation. At the same time, we
need to note that the high g dependence in the SANS
spectra (Figures 2 and 4) does not agree with the NSE-
determined decay exponents. The SANS data fea-
tures much higher exponents (close to g2 already
for the 0.4 M data sets and even higher for the 2 M
data sets). It is important to realise that the decay ex-
ponent at high g is very sensitive to the incoherent
background subtraction. This is done in very differ-
ent ways in SANS and in NSE. In SANS data reduc-
tion, the density of H atoms is first estimated from
the concentrations of the hydrogenated chains in the
deuterated solvent and compared to H atom density
of pure water. The background constant to subtract is
determined from the ratio of these two H atom densi-
ties. In NSE, the decomposition of the total scattered
signal into coherent and incoherent contributions is
measured directly using polarisation analysis, which
relies on the spin flip of incoherently scattered inten-
sity from H nuclei [62]. As a result, we consider the
high g exponents determined from NSE as more reli-
able and we do not conclude on the chain conforma-
tion from the high g SANS signal.

There are several points to note regarding the ef-
fective diffusion coeflicients in Figure 6 (right), all
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Figure 6. Coherently scattered intensity (polarisation analysis in NSE, left) and effective diffusion coef-
ficient D (right) as a function of the wavevector g for all systems studied by NSE. Note that 10 A?/ns =

10710 m?/s.

of the order of 107! m?/s. We may consider the
figure in two parts, below and above the g* posi-
tion or the high g end of the observed plateau, de-
pending on the given system. Both theory [63] and
previous experiments [64-66] on PE solutions show
a rapid decrease in Dgg for g < g* and then a con-
stant value for g > g*. The constant value at high
q reflects the rod-like conformation of a charged
chain. On the contrary, the signal in a semidilute
solution of a neutral polymer chain should show Degf
increasing linearly with g in the high g region [67].
The behaviour of Dgg in the case of charged rigid
chains stems from the theoretical considerations of
de Gennes and collaborators [63]. First, D is ex-
pressed as Degr = kg Tu(q)/S(q), where u(q) is the
mobility and S(q) is the static scattering signal [68].
This is indeed a mathematical expression of the so-
called “de Gennes narrowing”, which in a simplified
way states that a slowing down of dynamics takes
place in g regions where peaks in structural corre-
lations are present. Clever modelling by de Gennes
indicates that for locally rigid chains, u = u(0)/(qlp),
where I, is the persistence length, that is, p o< g™
for gl = 1. Taking into account that for locally rigid
chains S(g) o« g~! in that same high g range, the g
dependence of Dgg cancels out and a constant Deg
in the high g region is recovered.

From the high g behaviour, the most rigid chain is
indeed that of F-ionenes at 2 M concentration, as this

data set features the most constant values beyond g*.
The remaining three systems (Br 2 M, Br 0.4 M, and F
0.4 M) all feature a more significant increase in Degs
beyond g*. Although both 0.4 M data sets exhib-
ited clear rod-like behaviour in the coherently scat-
tered intensity (Figure 6, left), these chains do not
show the highest rigidity as seen from Dgg. One dif-
ficulty in the interpretation is probably the intra- and
inter-chain correlations mixing in both the static and
dynamic signals. Measurements under ZAC would
probably help disentangle the inter- and intra-chain
correlations contributing to the scattered signal, at
least for the static signal. NSE measurements under
ZAC seem challenging.

Overall, we view the trends in Figure 6 (right) as
consistent with the theoretical predictions outlined
previously, which indicate above all a very different
rigidity for the ionene chains with Br~ and F~ ions at
2 M concentration. The striking difference between
Br and F is related to the very different scattered in-
tensities: as g decreases below 0.2 A™! (a) the 2 M F
system passes through a structural maximum and its
dynamics increases very fast for all smaller g values;
(b) the scattered intensity for the 2 M Br system con-
tinues to grow below 0.2 A~! to reach a plateau, and
the dynamics in 2 M Br is significantly suppressed
in comparison to 2 M F in the entire region below
0.2 A=1, but begins to rise slowly once the plateau is
reached.
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The mesoscopic dynamics of ionene chains in
D, 0 solutions was measured by PEFG-NMR. Figure 7
summarises the Dyygr data for 3,3-ionenes with the
four different halide counterions as a function of
monomer concentration ¢,. For comparison, this
figure also features data from sodium polystyrene
sulfonate (PSS), measured by PFG-NMR in H, O, from
reference [69]. The ionene and PSS data fall into the
same range of Dyyvr of the order of 10711 m?/s. At
room temperature, the ratio of DO and H»O viscosi-
ties is 1.25, and this conversion factor would have
to be used for a detailed quantitative comparison of
the two data sets. The ionene chains correspond
to molecular weights of 20-60 kDa, which fall well
within the range of molecular weights for the PSS
data [69]. However, the size polydispersity (PID) of
ionene chains (due to the poly-addition reaction as
opposed to radical polymerisation for PSS) is signifi-
cantly higher: PID(ionene) = 1.8-2.0 and PID(PSS) =
1.25-1.5. Given these differences, we do not dwell on
a detailed quantitative PSS-ionene comparison. The
general trend as a function of ¢, is similar for the two
types of PE chains, with a decrease in Dymr for ¢
above approximately 0.1-0.2 M.

Let us concentrate on the Dyygr data in Figure 7
for different counterions, especially in the higher c,
region (above 0.1 M). The ordering of Dnyg data
for 3,3-ionenes does not follow in a simple way the
halide anion series, contrary to what was seen in
the SANS data. The order here is D(F) < D(C]) >
D(Br) > D(I). We see two phenomena behind this
non-monotonous behaviour: (a) change in chain
conformation (less rod-like as we move down the
halide series towards larger anions) and (b) inter-
chain aggregation (the system becomes less soluble
as we move down the halide series). A change from
rod-like to globular chain conformation leads to an
increase in self-diffusion coefficient of the chain [70];
the inter-chain aggregation leads to its decrease (dif-
fusion of larger objects). For the 3,3 I-ionenes, the
inter-chain aggregation is indeed pronounced; 3,3
I-ionene shows a significantly lower Dyvg than all
the other systems (roughly lower by a factor of 2)
throughout the entire concentration range. This sce-
nario is consistent with the evolution of viscosity (1)
of aqueous solutions of a neighbouring cationic PE,
poly(diallyldimethylammonium), along the halide
series [71]. Indeed, n decreases between CI~ and Br™
solutions of this PE (chains change from a rod-like
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Figure 7. Self-diffusion coefficients of ionene
chains for 3,3-ionenes with four differ-
ent halide counterions as indicated versus
monomer concentration ¢, (solvent = D,0) as
measured by PEG-NMR. Crosses correspond to
measurements for polystyrene sulfonate with
Na' counterions (NaPSS) at three different
molecular masses as indicated. NaPSS data
from reference [69] (solvent = H,0).

to a more globular conformation), and the system
becomes insoluble with I~ (no F~ data are available
in ref [71]). We attach importance to the fact that
3,3 F-ionenes show somewhat lower Dyyr than Br-
and Cl-ionenes in the moderate to high ¢, range. To
ensure that this difference is real, we have explored
changes in Dnwmp for ionenes with mixed Br/F coun-
terion clouds. The data is summarised in Figure 8 for
two different ionene charge densities. Indeed, as we
move from pure Br to pure F ionene chains, the chain
dynamics clearly decreases.
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Figure 8. Self-diffusion coefficients of ionene
chains for systems with mixed Br/F counterion
atmospheres at a monomer concentration of
2 M as a function of F~ counterion fraction
xF as measured by PFG-NMR. Two different
ionene chain charge densities are presented.

4. Conclusion

The combination of SANS, NSE, and PFG-NMR pro-
vides us with several pieces of information on the
state of the counterion atmosphere around posi-
tively charged PE chains in aqueous solution as a
function of the counterion chemical nature, that is,
ion-specific effects. A series of monovalent halide
counterions is explored. A strong ion-specific ef-
fect is observed clearly at high PE monomer con-
centrations and is consistent with the picture of an
increasingly more compact counterion atmosphere
around the PE chain, a phenomenon we refer to
as “ion-specific screening”. A stronger counterion
screening of the charge on the PE chains takes place
as we move along the halide series towards larger,
more polarisable and more weakly hydrated coun-
terions. This can indeed be seen as another exam-
ple of the Collins’ concept of “matching water affini-
ties” in which ions are characterised by their “soft-
ness” with consequences for favourable ion pairing

between “soft” (weakly hydrated) anions and cations
on one hand and “hard” (strongly hydrated) anions
and cations on the other [26]. Within the Collins’
classification, the quaternary ammonium groups on
ionene PE chains are “soft” cations, and thus more
favourable ion-paring is in place with “soft” halide
ions, that is, larger and more polarisable anions.
More effective screening of the PE chain charge is
demonstrated by a reduced chain-chain repulsion
in the system as shown by the disappearance of the
PE structural peak in the scattering data. Impor-
tantly, the ion-specific effect has consequences for
the chain rigidity and local and mesoscopic chain dy-
namics as shown further by NSE and PFG-NMR.

In principle, it is important to distinguish between
the self-diffusion coefficient measured by PFG-NMR
(due to the position encoding method using mag-
netic field gradients, PFG-NMR indeed measures
self-diffusion) at the um scale and the effective dif-
fusion coefficient D¢ of the PE chains as measured
by NSE (arising from the coherently scattered signal)
at the nm scale. Depending on the length scale (g
value), D.g obtained by NSE indeed represents dif-
ferent quantities: (a) for length scales below the mesh
size (g values above g*), it represents the local in-
dividual chain dynamics [63]; (b) for length scales
above the mesh size (g values below g*), Degf merges
with Dgjiective in the hydrodynamic limit g — 0, (e.g.,
[72]). Let us now look at the different scales in turn,
starting from the most local scale:

¢ Local scale below PE mesh size, probed by
NSE: Here, the notion of collective motion
seen via the coherent signal in NSE no longer
applies; the scale probed is too small. NSE
probes the dynamics of individual chains
and informs us on their rigidity. We observe
that PE chains retaining a strong chain—chain
repulsion (i.e., with F~ counterions) show
increased rigidity of the PE chains at high
monomer concentration.

e nm scale larger than the PE mesh size,
probed by NSE: Here, NSE dynamic data
probe collective dynamics in the PE net-
work, as the coherent signal is dominated by
the inter-chain correlations at these length
scales. For locally rigid chains (i.e., with F~
counterions), the collective dynamics at this
scale is very fast. For more flexible chains
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(i.e., with Br~ or CI™ counterions), the dy-
namics here is suppressed. We see this as
a case of “de Gennes narrowing”, as the Br~
and Cl™ systems show an intense scattering
signal at this spatial scale. The effective col-
lective diffusion coefficients at the nm scale
are all of the order of 1071 m?/s.

e um scale, probed by PFG-NMR: On this
largest scale, PFG-NMR probes the self-
diffusion of the individual PE chains. Locally
rigid charged chains, with fast collective dy-
namics seen at the nm scale (i.e., with F~
counterions), diffuse consistently slightly
slower than locally more flexible chains with
slow nm scale dynamics. The self-diffusion
coefficients at the um scale are all of the
order of 107! m?/s.

Dynamics in PE solutions has been probed exten-
sively by DLS [60]. In the semidilute PE concentration
regime, this techniques gives access to the collective
dynamics (Do) at the mesoscopic scale; the closest
length scale would be the PFG-NMR scale. Concen-
trating on the fast mode in the DLS signal, charged
rigid PE chains show consistently faster collective dy-
namics compared to flexible neutral chains. This
is again a demonstration of de Gennes narrowing,
which leads to large values of D for repulsive sys-
tems at length scales much larger than the PE mesh
size (expressed in the scattering language, as g < g%,
which is where DLS operates). For charged chains at
high monomer concentration in the absence of salt,
the order of magnitude for DLS-determined collective
diffusion coefficients is 107!° m?/s [60]. This is the
same order of magnitude as the collective diffusion
coefficients measured here by NSE. Furthermore, the
order of magnitude difference between self-diffusion
and collective diffusion coeflicients in PE solutions
has been noted before (Dgef << D¢opp) [60,69]. Our
new data sets (NSE, PFG-NMR) on ionene PE solu-
tions are consistent with these observations. How-
ever, the effects of the counterion specificity on Dger
measured here by PFG-NMR suggest that Dges of
charged chains is lower than that of neutral chains.
In other words, the loss of charge on the chain, due
to counterion-specific screening of the chain charge,
has the opposite effect on Dgejr and D¢qpp. This seems
to be indeed in line with very recent DLS and PFG-
NMR data on PSS [73]. Overall, the more strongly

charged chains adopt a more extended conforma-
tion, resulting in a lower self-diffusion coefficient
while the collective diffusion in these more repulsive
systems is enhanced (de Gennes narrowing).
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1. Introduction

The field of Theoretical and Computational Chem-
istry applies the laws of physics and chemistry
coupled with computer programs to calculate the
structures and chemical and physical properties of
molecules in different states of matter, such as ther-
modynamic properties, spectroscopic signals, chem-
ical reaction pathways, phase diagrams, etc. The ar-
senal of theoretical tools in computational chemistry
has evolved in recent years, nowadays also includ-
ing theoretical methods from Operation Research
(OR), which uses algorithms to build solutions on
well-formulated problems, or Artificial Intelligence
(AI), which uses various Machine Learning methods,
based in particular on neural networks, not only to
predict new physical and chemical states, events and
properties, but also to develop, for example, force
fields or DFT functionals for simulations. This new
era has triggered a revival in the field of theoretical
and computational chemistry for research teams to
develop new theoretical methods that include OR
and/or Al to go beyond the simple use of “classical
numerical methods”.

Over the past decade, our group has approached
this new era through the prism of algorithmic graph
theory, in the context of OR and Al, based on the
representation of matter in topological graphs [1-5].

A graph encodes topological properties of mat-
ter (in the same way for molecules, assemblies of
molecules, liquids, solid materials, also interfaced
with liquids) by means of vertices and edges that
reflect the specific interactions (in pairs) between
vertices. At the molecular level of representation,
the vertices are usually associated to atoms while
the edges report on interactions between atoms,
e.g., chemical bonds and intermolecular interac-
tions. Most graphs are defined in two dimensions
(2D-graphs), any information related to, e.g., dis-
tances, angles, is usually not encoded into topolog-
ical 2D-graphs unless vertices/nodes are specifically
labeled with such information. Graphs can however
be also three-dimensional, with an indication of co-
ordinates in space that would thus encode intra- and
inter-molecular interactions between atoms. Eas-
ier to obtain or to predict than 3D-graphs, 2D-
graphs already carry information on the structure,
the functional properties, and even the 3D shape
of the materials they model. Examples include the

classification of similar molecules according to their
topology [6,7], the prediction of patterns in biologi-
cal molecules [8], the prediction of the 3D structure
of small molecules [9], etc. Molecular graphs are
also commonly used in supervised machine learn-
ing algorithms, the framework of graph-based mod-
els for molecules is indeed naturally suited to carry
out predictions in message-passing neural network
schemes.

In bio-/chemo-/materials informatics, the chal-
lenge is to identify or design algorithms capable of
obtaining molecular properties from input graphs
and to follow these properties in time. We have devel-
oped a series of 2D-graphs, at various levels of gran-
ularity of representation, and associated algorithms
in order to analyze physical and chemical structures
and properties from atomistic molecular dynamics
(MD) simulations (DFT-based MD and classical force
field FF-MD). In these developments, our aim was to
ensure that 2D-graphs and algorithms could be ap-
plied without any modification to “simple” isolated
molecules, as well as to assemblies of molecules and
to more complex liquid and solid states of matter, in-
cluding inhomogeneous solid/liquid interfaces [1-5,
10,11].

This paper reviews some of our developments and
achievements, which are also included in the GaTe-
WwAY software [2,3,12]. Other research groups, also ex-
perts in MD simulations, have worked on 2D-graphs.
In the last decade, there have been developments
of algorithmic graph theory devoted to the analysis
of various types of molecular dynamics simulations,
from, e.g., the conformational analysis of gas phase
molecules and clusters, to their chemical reactivity,
to the dynamics of H-bonds in liquids, to the dynam-
ics of the solvation shells of ions in liquids, to the
structural and dynamical analysis of complex aque-
ous interfaces in condensed matter [1,10,13-22].

Section 2 of this paper reviews the definitions used
in the atomistic 2D-MolGraphs developed by our
group [1,10], and the associated algorithms, includ-
ing the key isomorphism algorithm ensuring that a
whole trajectory can be analyzed in terms of the rela-
tionships between the conformations explored over
time. The topological analyses hence provide a sta-
tistical view over the whole timescale of the trajectory
and over the whole set of conformations explored.
Statistics is crucial for the detailed knowledge of the
dynamics of isolated molecules as well as for the
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dynamics of molecules in the liquid state, as appli-
cations in Section 3 will show.

We also review our recent developments of
2D-graphs consisting of H-bonded cycles and
the key polymorphism algorithm [4], which have
been built to go beyond the atomistic representa-
tion in 2D-MolGraphs and to be able to represent
(bio-)molecules whose 3D structures and dynamics
are solely based on hydrogen bonds. The algorithms
we have developed enable us to track the com-
plex conformational dynamics of flexible H-bonded
molecules in real time. Section 3 will show that,
while the interpretation of the complex conforma-
tional dynamics of a highly flexible hexapeptide in
the gas phase would remain elusive at the atomistic
level of representation (2D-MolGraphs), it is well
understood by means of coarse-grained graphs of
H-bonded cycles (polygraphs) and by means of poly-
morphic “metastructures”. Only the coarse-grained
representation in the graphs allows such compre-
hension.

Section 3 will further show how atomistic 2D-
MolGraphs can easily be included in automated
high-throughput in silico reactivity workflows and
how essential they are in some of the decisive steps
to be taken in these workflows. We implemented the
2D-MolGraphs in the computational catalytic reac-
tion space exploration method ReNeGate [5] and the
high-throughput reactivity screening HiREX work-
flow [11], specifically designed to explore realistic
catalytic systems and identify thermodynamically
feasible chemical transformations, corresponding to
secondary catalyst deactivation and inhibition paths.

Prospects and new developments in progress are
discussed in Section 4, which, with this review of
methods and applications, we hope will spark further
requests for additional algorithms and new applica-
tions in our physical chemistry and chemistry com-
munities.

2. Methods
2.1. 2D-MolGraph for modeling a conformation

Our developments have been aimed at defining topo-
logical 2D molecular graphs (labeled 2D-MolGraph)
and associated algorithms in order to automatically
analyze MD trajectories from the knowledge of the
time evolution of the conformations and hence au-
tomatically detect conformational changes through

topological changes. Our 2D-MolGraphs share a sim-
ilar degree of granularity in representing the topology
of molecular systems to the one used by previous im-
plementations in the literature in chemistry [13,14,
17], i.e., a vertex in the 2D-MolGraph represents an
atom or a molecule and an edge between two vertices
represents the interactions/bonds (covalent bond,
hydrogen bond...) between two atoms/molecules.
Most of the literature on graphs in the chemical com-
munity does not consider the chemical nature of the
atoms in the vertices, which is not efficient for rec-
ognizing identical structures where chemically iden-
tical atoms have been swapped. Moreover, they lack
specific chemical information (e.g., covalent bonds,
hydrogen bonds, exchange of atoms in homoge-
neous clusters, etc.) that might be relevant for a more
detailed characterization of the structures.

One crucial step in our method has been to define
a model that represents any molecular conformation
with the right level of granularity and be transferable
without any modification from gas phase molecules
and clusters to the condensed phase (solids, liquids,
interfaces between solids and liquids). To that end,
we have chosen to define any molecular conforma-
tion by a colored mixed graph G = (V, Ec, Ay, Ei, Eo),
with both (directed) arcs and (undirected) edges.
Such a graph is denoted 2D-MolGraph, in which each
vertex represents an atom while the edges represent
covalent bonds (Ec), hydrogen bonds (Ay), ionic
(or electrostatic) interactions (Ej) typically between a
cation/anion atom and other atoms, organometallic
interactions (Eg) between metallic atoms and their
surrounding. Only the hydrogen bonds are associ-
ated to directed edges (from the donor to the accep-
tor atom). The hydrogen atoms in a molecular sys-
tem are not included in vertices of the 2D-MolGraph.
Instead, their presence is solely known by directed
edges. Hence, any hydrogen that is not involved
in a hydrogen bond is not represented in the 2D-
MolGraph.

The definition of bonds and interactions is mainly
based on Euclidian distances. The Euclidian dis-
tance between a pair of atoms [a, b] with respective
Cartesian coordinates (X, y4,24) and (xp, yp, 2p) is:
vV (xXa—xp)2+ (Vo — Yp)? + (24 — 2p)2. There is a cova-
lent bond or an interaction between two atoms if the
Euclidean distance is less than a cutoff distance D;,.
For covalent bonds, the algorithm defines the D, dis-
tance by the sum of covalent radii of atoms a and b
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(b)

Figure 1. Illustration of the passage from a 3D conformation (a) to a 2D-MolGraph (b). (a) One snapshot
in the 3D representation of the gas phase Z-Alag—COOH peptide (C26H39N70Og) extracted from a MD
trajectory. Carbon atoms are colored turquoise, nitrogen atoms blue, oxygen atoms red, and hydrogen
atoms light gray. (b) Associated topological 2D-MolGraph. Vertices are colored dark gray, blue, and red,
corresponding to carbon, nitrogen and oxygen atoms, respectively. Hydrogen atoms are not included in
vertices, their knowledge is included only through directed edges that represent hydrogen bonds. Edges
are black lines for a covalent bond and red dashed lines (arcs) for hydrogen bonds, the latter directed

from the donor to the acceptor of the H-bond.

with an additional 2% margin (that typically includes
the effect on distances from vibrational motions). For
hydrogen bonds, the algorithm sets up the default
D, value between the hydrogen atom (donor) and
the acceptor atom (heavy atom) to 2.3 A, which can
be changed by the user. For the organometallic and
ionic interactions, the user is free to set case-specific
D, distances. For example, the distance between
manganese and oxygen atoms used in one of the ap-
plications in Section 3 was set to 2.44 A. This choice
was made because the developers assume that the
covalent bonds are stronger than the other types of
interactions between atoms. More details are found
in [1,5,12].

One can easily define and implement new rele-
vant interactions that are needed to describe a given
molecular system, and hence augment the number
of definitions for the edges in the 2D-MolGraphs.

In order to take into account the chemical type of
the atoms in a 2D-MolGraph, we apply a special case
of graph coloring, such that the vertices of a given 2D-
MolGraph display the same color if and only if the
corresponding atoms have the same chemical type
(see Figure 1). Figure 2 illustrates an adjacency ma-
trix built prior to the construction of a 2D-MolGraph.
The matrix shown here is associated to a selected
part of the Z-Alag-COOH peptide from Figure 1a (3D
structure) and Figure 1b (2D-MolGraph). As the pep-
tide contains 80 atoms, only a selected part of the
peptide has been extracted here for this illustration.
The figure shows that covalent bonds and hydrogen
bonds of interest in the conformation of this peptide
are encoded in the adjacency matrix (with crosses
and circles, respectively) and that the matrix has the
colored information of the actual chemical nature of
the atoms. The graph on the right side of the figure is
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Adjacency matrix

Cc21 X

Sub—ZDMoIGraphe\

C23 I X

o7 X 0

N7 X

C26 X X

(or1) X

N6 X X

[ I

05

o8 X

Bonds types
X covalent bond

N1

O hydrogen bond

Figure 2. Illustration of an adjacency matrix for a selected portion of the Z-Alag—COOH peptide shown
in Figure 1a (3D-structure) and Figure 1b (2D-MolGraph).

the subgraph of the 2D-MolGraph associated to the
selected part of the molecule encoded in the matrix.

With 2D-MolGraphs in our hands, the exploration
with time of molecular conformations along MD sim-
ulations can easily be seen as the exploration of graph
topologies, that can be tracked using graph theory-
based methods, such as isomorphism. Graph iso-
morphism as defined in [23] allows representation of
each conformer with a fingerprint graph and com-
parisons between graphs. In our applications, iso-
morphism consists in comparing the distribution of
edges between two 2D-MolGraphs: if the graphs
compared have the same set of bonds/interactions
connected to the same set of atoms (in terms of
chemical types/colors for the graphs), these graphs
are then isomorphic, i.e., the two graphs are iden-
tical. More formally, an isomorphism is a bijec-
tion between the vertex sets of the two graphs if
and only if it induces a corresponding bijection be-
tween their edge sets (if such an isomorphism exists,
the two graphs are said to be isomorphic). A (non-
polynomial) algorithm to check if such an isomor-
phism exists is proposed in [23-26].

Isomorphism checks, together with keeping the
chemical nature of the atoms, are the key compo-
nents of the conformational search over MD trajec-
tories. The changes in conformations are hence fol-
lowed over time by scanning trajectories for changes
in bonding patterns of choice (among hydrogen

bonds, proton transfers, coordination numbers,
covalent bonds, and organometallic interactions).
Once the different conformations of the molecular
system have been found by graph analysis, a graph
of transitions can be generated, similar to the ones
considered in different analysis or generation of tem-
poral graph sequences [27-29]. This graph has its
vertices composed of the conformations that have
been identified and its edges are composed by the
transitions found between conformations. Both ver-
tices and edges in the graph of transitions contain
information on the percentage of existence of a con-
formation over the duration of the trajectory (for the
vertices) and the percentage of times a transition
between two vertices/conformations has been seen
(for the edges). In one glance, one can hence see
the relationships between the conformations and
associated statistics.

Figure 3 shows an example of a graph of transi-
tions. This graph is composed of four vertices, each
vertex represents one molecular conformation that
has been identified by isomorphism along the trajec-
tory. Each vertex has a number and a label that rep-
resents the conformation. For instance, one vertex in
this picture is labeled with “1” and “N1-O1”, mean-
ing this is the first conformation identified over the
trajectory, and the associated conformation has one
hydrogen bond between atoms “N1” and “O1”. The
“68.97%” number in the vertex is the percentage of
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HB ='-01-N1, '
freq= 135

HB ='+02-N2, .'
freq=4

freq= 2

4:
N2-02, .

HB ='(T), +O1-N1, +02-N2, .' 0.17 %

freq=1

HB =Y(T), +O1-N1, .'
freq= 2

1.10 %

HB ='(T), -O1-N1, -02-N2, '

3:
01-N1, N2-02, .

HB ='+01-N1, .
freq= 132

HB ='(T), +02-N2, .'
freq= 9

HB ='(T), -02-N2, .'
freq= 11

freq=1

Graph of transitions

Figure 3. Graph of transitions. See text for nomenclature and colors.

time this conformation has been seen over the whole
trajectory. Hence, in this graph of transition, confor-
mation 1 is the most frequent conformation that has
been observed over the trajectory, with a total per-
centage of appearance of ~69% over the trajectory.
The edges between the vertices are labeled with two
kinds of information: (1) the total frequency rate for
going from one conformation to the other one, (2) the
bond(s)/interactions(s) that have changed when go-
ing from one conformation to the other. For instance,
one can observe a large conformational dynamics
between conformations 1 and 2 in the graph of tran-
sitions in Figure 3; such an event occurs around 130
times, back and forth. Also of note, the hydrogen
bond N1---O1 disappears when going from confor-
mation 1 to conformation 2 (and appears on the re-
verse way). Conformation 2 in the graph of transi-
tions is labeled with “2” and “.”, the latter meaning
that this conformation contains no hydrogen bond.
Conformation 2 has been seen ~30% over the whole
trajectory.

The colors of the vertices in the graph of transi-
tions directly give the most relevant conformations
in terms of appearance periods. We hence colored

red the conformations that appear at least Ppin% (an
input parameter that the user can change the de-
fault value of 4% has been used here) and the ones
in green occur below this threshold. All the confor-
mations explored along the MD simulations can be
kept in the graph of transitions. Such information
might indeed be useful for some analyses, typically
when rare events (rare conformations) are investi-
gated. The user can modify this at will.

2.2. From a topological 2D-MolGraph to a
coarse-grained graph of H-bonded cycles

In [2,3] we have shown that the rationalization of
the conformational dynamics becomes complex
and almost impossible to achieve for flexible H-
bonded molecules that isomerize frequently over
time through the dynamics of breaking and form-
ing of their H-bonds. As shown in these references,
a simple short peptide such as Z-Alag—COOH (il-
lustrated by one 2D-MolGraph in Figure 1) already
shows a high flexibility of its network of N-H:--O
H-bonds at relatively low temperatures (gas phase
MD trajectories). Numerous breaking/forming of



Sana Bougueroua et al. 35

H-bonds were observed over the trajectories, which
signaled the appearance and disappearance of sev-
eral conformers of the gas phase peptide numer-
ous times along the trajectory. This high dynamical
flexibility of the H-bond network, however well rep-
resented by the 2D-MolGraphs and their graph of
transitions [2,3], prevents a clear rationalization of
the actual conformational dynamics of the peptide.
In particular, some of the H-bonds in the network,
though formed between different atoms, seem to
play a similar role into the final 3D structure of the
peptide molecule, i.e., into the final folded/semi-
folded/unfolded skeleton. This is not captured by
the 2D-MolGraphs at the atomic level of represen-
tation, but this similarity of H-bonded cycles can
be captured by graphs defined at a higher/coarser
granularity of representation. We therefore defined
graphs in which the vertices are directly associated to
the H-bonded cycles formed, whose polymorphism
is furthermore taken into account. These concepts
are now explained.

Cycles in molecular graphs have been shown to
be good representations of the structure of molec-
ular systems [30-32]. We hence proposed a repre-
sentation of each conformation identified by a 2D-
MolGraph over a trajectory based on a well chosen
set of cycles. The cycles of interest to us are the ones
formed by at least one H-bond. With these, we will
be able to quantify and follow in time the changes in
the H-bonded network of molecular structures. Our
current developments have been done for gas phase
molecules only [4]. Note that the number of cycles
in a graph can be exponential with respect to the
number of vertices. Therefore in our approach, we
only consider a subset of cycles in the 2D-MolGraph,
called “minimum cycle basis”, restricted to the H-
bonded cycles for each 2D-MolGraph of the trajec-
tory. Given a graph, finding a minimum cycle ba-
sis, which is not necessarily unique, can be done in
polynomial time with an evolution of the algorithm
of Horton [33]. More details can be found in [4].

Given a 2D-MolGraph, we compute its minimum
basis set of H-bonded cycles. The associated graph
of cycles is defined as a graph in which the set of ver-
tices is the cycle basis, and there is an edge between
two vertices (cycles) if and only if these two cycles
interact, i.e., they share at least one covalent bond
or one hydrogen bond in the 2D-MolGraph. Hence
each 3D-conformer in the trajectory of a molecule is

represented by a graph of cycles. The evolution in
time of the conformations in a MD trajectory can be
represented by the sequence of their graphs of cycles.

Figure 4 illustrates the transformation from a
topological graph (Figure 4a) to a graph of cycles (Fig-
ure 4c). Considering the 2D-MolGraph in Figure 4a
and the minimum cycle basis in Figure 4b, there
are four H-bonded cycles, each of them of various
size, composed of one or several hydrogen bonds.
Hence, the pink vertex in Figure 4c is built on one H-
bonded cycle composed of six vertices/atoms in the
2D-MolGraph (this is a six-membered H-bonded cy-
cle), while the larger orange vertex/cycle is built upon
two hydrogen bonds (see the two directed dashed red
edges in Figure 4a). Figure 4c shows the graph of cy-
cles obtained from the minimum cycle basis shown
in Figure 4b. In this graph, the vertices are the H-
bonded cycles, labeled by the heavy atoms involved
in the hydrogen bond(s) producing them. Taking
once again the examples of the pink and orange cy-
cles/vertices depicted in Figures 4b—4c, the pink ver-
tex is labeled N303 as it is built on the N3-H--- O3 hy-
drogen bond, while the orange vertex is labeled with
its two constitutive H-bonds N1-H---O8 and N5-
H---04. The orange, pink and blue vertices/cycles in-
teract with each other as seen through the edges con-
necting these three vertices (i.e., sharing at least one
covalent bond or one hydrogen bond). On the other
hand, the green vertex (related to the H-bonded cycle
N707) interacts only with the orange one.

Given a MD trajectory, each 2D-MolGraph is now
associated to a minimum cycle basis and to the cor-
responding graph of cycles. In other words, there is
one graph of cycles per 2D-MolGraph (i.e., per iden-
tified molecular conformation).

The set of conformational isomers explored over
the MD trajectory can furthermore be summarized
by one single graph of cycles uniting those of all
the identified conformers. This union takes into
account all the possible H-bonded cycles as well
as all the possible interactions between these cy-
cles which were observed in all the identified con-
formers. Some of these H-bonded cycles can be
identical in different conformers. Some of these
H-bonded cycles can be similar to each others
in the sense that they are built upon different
donor/acceptor atoms but they are playing the
same role in the final structure of the molecule. One
therefore has to recognize the similarity between
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(a) 2D-MolGraph of a given
molecular conformation of the

hexapeptide Z-Alag—COOH.

(b) Minimum H-bonded cy-
cle basis computed for the 2D-
MolGraph in Figure 4a.

N707 (N504)
\

N108-N504

(¢) The graph of cycles for the
basis set of H-bonded cycles
found in Figure 4b.

Figure 4. Example for the coarse-grained representation of a 2D-MolGraph for one conformation of the

gas phase peptide Z-Alag—COOH. See text for details.

the H-bonded cycles of the different miminum cycle
bases (i.e., similarity between the H-bonded cycles
in the different identified conformations).

To that end, the next stage was to develop an algo-
rithm that can group together the cycles of different
minimum cycle bases which are similar, i.e., the ones
playing the same role in the structure of different
conformers. The similarity constraint that we intro-
duced is the basis to cluster the union of cycles in all
the minimum cycle bases of all the conformers of the
trajectory that we finally want to obtain. Each part
in such a clustering is called a polymorphic cycle, in
which all cycles are considered as different forms of a
same cycle in the structures of the conformers it ap-
pears in. The hypothesis that we made is that a cycle
can evolve over time, that is to say that its set of links
can evolve while retaining its same role in the molec-
ular structure. The trajectory can therefore be seen
as the interaction of the H-bonded cycles evolving
over time in their atomic structure (polymorphism)
and still interacting in the same way, but with some
of these cycles appearing or disappearing over time.
The final graph thus obtained is called a polygraph, a
contraction of “polymorphic cycle graph”; note that
this definition is different from the one of a polygraph

as a generalization of the directed graph [34], or that
used in chemoinformatics related to polymers [35].
The whole algorithms have been detailed in [4].

We now show an application of this methodology
for the gas phase chondroitin disulfate CS254S mole-
cule, for which a 3D snapshot is reported in Figure 5.
Figure 6 reports the polygraph obtained for a 600 K
trajectory of this gas phase molecule. Each vertex of
the polygraph is labeled by “P-XX” where P stands for
polycycle and XX is the set of oxygen and/or nitro-
gen atoms (with their associated label number in the
list of the molecule’s atoms) involved in the H-bond
of the polycycle (i.e., one of the two partners which
close the H-bonded cycle). Each polycycle has been
assigned a given color. Note that a polycycle can be
built over one or over several H-bonds (two to three
for this molecule). In that case, the atoms involved
in the series of H-bonds are written on a line with a
“” between them. See some examples in the vertex
colored in violet for several instances of multiple H-
bonds forming a polycycle.

Figure 6 shows that this polygraph is a complete
graph made of five vertices. It is complete because
there is an edge between each pair of vertices. As a
reminder, there is an edge between two polycycles
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Figure 5. A 3D representation of chondroitin
disulfate CS2S54S (C14H3NO;8S,). Colors for
the atoms: carbon in turquoise, nitrogen in
blue, oxygen in red, hydrogen in light gray, and
sulfur in yellow.

P-017
(#14)
01-02, 02-017
OL-N1, 05-017
05-N1, 05-017
O1-N1, 01-02, 02-017
02-017, 02-04, O4-N1
04-N1, 04-017
O1-N1, 04-017
04-017, 05-N1
04-N1, 05-017

05-017

08-017
02-017
09-017
04-017

P-018
(#6)
04-018
011-018
09-018
012018
05-018
010-018

(#7)
02:013 (#6)

02-N1
N1-017
05-N1
04-N1
O1-N1
03-N1

01-02
02-05 1
02-04
02-010
02-011
02-03

Figure 6. The polygraph obtained for a MD tra-
jectory of the gas phase chondroitin disulfate
CS2S4S molecule.

whenever these two cycles have atoms that share at
least one covalent bond or one H-bond in the initial
2D-MolGraph (i.e., these polycycles are interacting
with each other within the molecular structure). Be-
cause the polygraph is complete, the number of poly-

cycles cannot be reduced. All vertices involve differ-
ent polymorphic identities. Four of the five vertices
have six or seven different actual identities for the H-
bonded cycle that forms the polycycle (dark green,
pink, green, and orange), while there is an even larger
diversity of 14 different identities for polycycle P-O17
(purple). For instance, vertex P-O7 is associated to
a polycycle that can have six different identities of
the H-bond that closes the cycle/polygon with the O7
atom. As can be seen, this O7 can either H-bond to
the H atom carried by the O13, or to 09, 016, O7,
015 and O14. In the vertex in the violet color, some of
the lines report other identities than the P-O17 iden-
tity. For instance, one line reports O1-O2 and 02-
017, which means that the P-O17 polycycle is built
over two simultaneous hydrogen bonds, i.e. the O2-
017 H-bond but also the 01-02.

3. Review of selected applications

3.1. H-bond dynamics of a flexible gas phase
peptide and the relevance of the coarse-
grained graphs of H-bonded cycles

The conformational dynamics of the gas phase
hexapeptide Z-Alag-COOH (CysH39N7Og, 80 atoms,
3D illustration in Figure 7) is analyzed hereby both
in terms of the 2D-MolGraphs (atomistic level of
topology representation) and in terms of the coarse-
grained polymorphic cycles (coarse-grained level
of topology representation) in order to present the
strengths and limitations of each level. An ab initio
MD (AIMD) trajectory of ~6.0 ps (12,294 snapshots,
5t of 0.5 fs) at ~450 K serves as the basis for the con-
formational dynamics to analyze. This temperature
has been chosen as a good example for the analysis
of trajectories where several medium and large con-
formational changes are expected to occur, which
are always rather hard to characterize without the
help of topological graphs.

3.1.1. A high conformational dynamics of Z-Alag—
COOH provided by the 2D-MolGraphs

The analysis of the trajectory in terms of topo-
logical molecular 2D-MolGraphs [1,3] indicates that
93 different conformations are sampled over ~6 ps
(which hence shows a rather highly dynamical pep-
tide), built over nine different H-bonds. The struc-
ture of each identified conformer is composed of one
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C

Figure 7. A 3D representation of the hexapep-
tide Z-Alag—COOH. Colors for the atoms: dark
gray for carbon, dark blue for nitrogen, red for
oxygen, white for hydrogen.

to six H-bonds that are formed simultaneously. The
peptide is found in either opened structures where a
low number of simultaneous H-bonds are present or
in H-bonded folded structures.

As illustrations, Figure 8 presents two 2D-
MolGraphs corresponding to two identified con-
formers of Z-Alag—COOH, respectively produced by
five (Figure 8c) and three H-bonds (Figure 8d). Two
of these H-bonds (N7---O7 and N6---05) are present
in both conformations.

Figure 9 is the graph of transitions that summa-
rizes the whole 6 ps of conformational dynamics of
Z-Alag—COOH at 450 K. As can be immediately seen,
this graph of transitions is composed of an extremely
high number of vertices and edges connecting these
vertices, which is the signature of the high dynamic-
ity and high flexibility of the peptide. There are 93
vertices in the graph for the 93 different conform-
ers of Z-Alag—COOH found. In the graph of transi-
tions reported in Figure 9, most of the identified con-
formers (in the green vertices) appear over very short
periods of time (less than 0.24 ps) while two con-
formers (red vertices) appear over larger durations
of time.

While the high number of vertices and edges in
the graph of transitions in Figure 9 illustrates the
high flexibility of the peptide at 450 K that is nicely

captured by our 2D-MolGraph topological graphs, it
also illustrates the limit of the atomic level of gran-
ularity used in the 2D-MolGraphs for highly flexible
molecular systems where presumably too much in-
formation is provided in the graph of transitions and
is hard to process. Furthermore, some of the peri-
ods of times that the 2D-MolGraphs analyze as break-
ing/forming covalent bonds and/or H-bonds corre-
spond in practice to the dynamics of these bonds
around the threshold values employed in the method
for conformational recognition. Some of the transi-
tions observed between conformers are thus in prac-
tice the actual signature of the existence of one single
“meta-conformation” around which dynamicity and
flexibility occur.

This information can however not be extracted
from the atomistic topological 2D-MolGraphs. To
get that information, one has to analyze the trajec-
tory with a coarse-grained topology representation,
whose results are described in the following section.

3.1.2. Polygraphs are the good coarse-grained repre-
sentation to analyze the conformational dy-
namics of Z-Alag—COOH

To go beyond the limitations of the atomistic rep-
resentation in the topology highlighted above in the
case of the highly flexible Z-Alag—COOH, we now ap-
ply the coarse-grained topology representation de-
scribed in Section 2.2 to analyze the conformational
dynamics of this peptide: it now consists in repre-
senting a molecule through the ensemble of its H-
bonded cycles and to apply an algorithm of poly-
morphism in order to recognize the cycles that are
isomorphic to each others. Figures 10 and 11 illus-
trate the two immediate outputs of this analysis, re-
spectively showing the global polygraph generated
over the whole 450 K trajectory in Figure 10 and the
chronogram (time evolution) of the nine identified
polymorphic cycles in Figure 11.

There is a total of 23 H-bonded cycles over the
93 2D-MolGraphs extracted from the ~6 ps trajec-
tory of Z-Alag-COOH at 450 K. Once polymorphism
has been applied over these 23 H-bonded cycles,
some of the cycles could be merged, thus result-
ing into nine polymorphic cycles. Each polycycle
contains between one and nine possible identities.
The obtained global polygraph that represents the
whole 6 ps trajectory is shown in Figure 10, built over
the nine vertices that represent the nine identified
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Figure 8. Two 2D-MolGraphs (c and d) of the gas phase peptide Z-Alag—-COOH and their associated 3D
structures (a and b) extracted from the MD trajectory analysis. Colors of the vertices: dark gray for C
atoms, dark blue for N, red for O. No vertices for hydrogens, their knowledge is in the directed edges (arcs).
Solid black edges in the graphs are for covalent bonds, the red arcs are the hydrogen bonds directed from

the donor to the acceptor (heavy) atoms.

polymorphic H-bonded cycles. One can therefore see
that five of the vertices/polycyles have only one pos-
sible identity in terms of the H-bonded cycle (note
that the H-bonded cycle for the polycyle P-N1,08,N2
is built upon two hydrogen bonds, i.e., N1---08 and
N2---08), two other vertices have a limited number
of isomorphic identities (two identities for the dark
blue vertex P-O4,N5, three identities for the magenta
vertex P-N3). Two vertices are much more polymor-

phic as they adopt four (cyan vertex P-O4,N5) and up
to nine (orange vertex P-O8) different polymorphic
identities. Furthermore, one can remark that sev-
eral of these polycycles are built upon two or three
H-bonds. For instance, in the orange P-O8 polycycle,
the first identity “N1-08,04-N4” is built upon two H-
bonds (N1---08 and O4---N4), the first identity of the
cyan polycycle P-O4,N5 is built upon three H-bonds
(02:---N3,N1---08, and O4---N5).
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Figure 9. Graph of transitions for the 450 K dynamics of the gas phase Z-Alag—COOH peptide. The
vertices indicate the explored conformers. Vertices in red are for conformers with a total percentage
of appearance Ppi,% greater than 4% of the dynamics time (parameter Ppin% can be modulated at
will), vertices in green are for conformers with Ppin% < 4%. Directed edges between vertices indicate
transitions between two conformers as observed over time. The labels on each edge provide the total
percentage of occurrence of the transition and the associated chemical change(s) that occur. A zoom
over a small portion of the graph of transitions is provided on the left-hand side.

The low/high number of identities within each flexibility. The higher polymorphic nature of two
polymorphic H-bonded cycle informs on the sec- of the polycycles in Z-Alag—COOH corresponds to
tions of the peptide with a low/high structure high structure flexibility in these two zones, while
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Figure 10. The global polygraph obtained over the 6 ps AIMD trajectory of the Z-Alag—COOH peptide at
450 K. The color coding of the vertices is identical to the color coding of the lines in the chronogram in
Figure 11. Each vertex of the polygraph is labeled by “P-XX” where P stands for polycycle and XX is the set
of the oxygen atom and/or the nitrogen atom (with their associated label number in the list of the atoms
of the molecule) involved in the H-bond of the polycycle. Each vertex contains the list of the polymorphic
cycles, each one being labeled by the atoms’ names and labels in the H-bond(s) building the H-bonded

cycle.

maintaining the same general role of the H-bonded
cycle into the final 3D structure. This high flexibility
was already observed in the previous section with the
atomistic topological analysis of the 2D-MolGraphs.
The analysis with the polymorphic H-bonded cy-
cles immediately identifies the underlying “meta-
structures” that are of interest for the comprehen-
sion of the conformational dynamics of the peptide.
In the polygraph, there is an edge between two
vertices whenever two polycycles interact together,
i.e., the conformations belonging to each vertex share
at least one covalent bond or one H-bond. The poly-
graph in Figure 10 is not complete, i.e., not all the
polycycles are directly connected in pairs by an edge.
This incompleteness can be explained by the fol-
lowing two reasons that are related to the rules ap-
plied for building a polygraph: (i) either there is a

conformation for which the identities of the two
polycycles appear simultaneously, without interac-
tion (the criterion for interaction/edge is the shar-
ing of at least one covalent bond or one H-bond); or
(ii) there is no conformation for which the two iden-
tities appear simultaneously, however their merging
does not respect the polycycle rules. For example,
we found that the blue P-O4,N5 polycycle/vertex and
the orange P-O8 polycycle/vertex do not interact be-
cause there is at least one identity from P-O4,N5 and
one identity from P-O8 that appear simultaneously
in one conformation of Z-Alag—COOH. As these two
polycycles do not share one covalent bond/H-bond,
there is thus no interaction/edge in the polygraph.
The chronogram of the Z-Alag—COOH polycycles,
presented in Figure 11, shows the evolution in time
of the nine polycycles at the temperature of 450 K.
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Figure 11. Chronogram obtained over the 450 K AIMD trajectory of the Z-Alag—COOH peptide. Five time
periods have been identified (see text for details). The color coding of the lines is identical to the color
coding of the vertices in the polygraph in Figure 10.

The reader has to keep in mind that each polycycle
can have several identities in terms of the atoms that
form the H-bonded cycle (see discussion above). Five
distinct periods of time can be extracted, labeled as
period 1 to period 5 in the figure. Each time period
is associated to a different structural organisation of
the nine polycycles in Z-Alag—COOH. During period
1, six polycyles coexist. Period 2 starts as the polycy-
cle P-N3 disappears and polycycle P-O2,N3 appears.
There is then the simultaneous disappearance of this
polycycle at time ~2.2 ps and appearance of polycy-
cle P-N1,08,N2 at the slightly earlier time ~1.9 ps,
which marks a clear change in the 3D structure of
the peptide, and thus the end of period 2 and start
of period 3. Interestingly, polycycles P-O7,N7 (green
line), P-O4,N5 (dark blue) and P-O4,N5 (cyan) are
formed over the whole 6 ps trajectory (or almost al-
ways, with smallish periods of time of interruption).
These H-bonded polycycles thus form strong pillars
for the global 3D structure. See more details in [4].
One has to remark that one of these three polycycles
(P-04,N5, darker blue) can adopt up to four different
identities. This is an important pillar of the 3D struc-
ture with high flexibility.

Beyond the time evolution, one further crucial in-
formation extracted from the chronogram is which
polycycles can be formed simultaneously and which
ones cannot be present simultaneously in the 3D

conformation of the peptide. For example, it is pos-
sible to form the polycycle P-O4,N4 (light blue) at
the start of period 5 only if none of the P-O4,N5
(cyan) and P-O5,N6 (purple) polycycles are present.
P-O4,N4 seems to coexist only with P-O2,N3 (light
pink) and P-N1,08,N2 (dark orange). Polycycles P-
04,N4, P-O2,N3, P-N1,08,N2, P-O5N6, and P-N3
need hence certain structural conditions for them to
be exist. This can be explained by the location of
H-bonded polycyle P-O4,N4 in regard to polycycles
P-04,N5 (both of them) and P-O5,N6 within the 3D
structure of Z-Alag—COOH.

The polygraph made of nine vertices and their
pairwise connected edges in Figure 10 gives the
global/statistical view of the whole 6 ps trajectory
in terms of a “global metastructure” of the peptide.
However, the actual details of the dynamics are lack-
ing in this global polygraph. This could be inferred
from the chronogram in Figure 11 where we already
saw that not all the polycycles/vertices of the global
polygraph could coexist simultaneously over time.

Figure 12 now presents one illustration of the
evolution with time of the sub-polygraphs from the
global polygraph over a short time period, i.e., be-
tween times 2.19 ps and 2.51 ps (period 2 and pe-
riod 3 in Figure 11). The sequence of sub-polygraphs
is reported with the following conventions of col-
ors: the polycycles that are present among the nine
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Figure 12. Sequence in time of the sub-polygraphs of the H-bonded polycycles of Z-Alag-COOH. See text

for all details and comments of this chart.

possible polycycles are colored in green while the
ones that are absent are colored in dark gray. The
arrows between the sub-polygraphs can be col-
ored in black, in blue, or in red. The two arrows
in red mark the sequence of starting time of the
period under scrutiny (2.19 ps) and ending time
(2.51 ps), respectively. The arrow in black marks
“simple transitions” between sub-polygraphs/3D-
structures/conformations of Z-Alag-COOH. These
arrows can be found forward (—) and backward (<),
as there are multiple forward/backward isomerisa-
tions over time. Marking each one of these transi-
tions over the “real time” would be too messy and
would make the plot too cumbersome. The blue
arrow marks a distinct transition in the sequence
of sub-polygraphs, i.e., in the time sequence of the
3D conformations adopted by the peptide over this
period of time. There is indeed no transition ob-
served back to structures adopted previously (in
time). Therefore, we marked the whole chart by two
distinct rectangles, one outlined with red dots (top

of the figure) and one with gray dots (bottom). In
the gray rectangle, one can now see the sequence
between the sub-polygraphs by following the dark
arrows, some of them going in one direction only,
others with back/forth directions. Some of the key
moments in time are indicated in blue over certain
dark arrows.

The conformation dynamics seen in this figure
over a very short period of time nicely illustrates the
complex dynamics in the H-bonds of Z-Alag—COOH
at 450 K, and the high flexibility of the peptide that
we have already discussed several times above. Fig-
ure 12 also nicely shows the fast exchange between
polycycles.

3.2. Topological 2D-MolGraphs easily capture
complex condensed phase H-bonded net-
works

Condensed phase, where liquid water is present,
is another area where the 2D-topological graphs
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Figure 13. Illustration of one 2D-MolGraph per hydrophobic aqueous interface: air/liquid water (left),

graphene/liquid water (middle), BN/liquid water (right).

Only the water molecules located in the

BIL [36,37] are taken into account for the 2D-MolGraph analysis. Vertices of the graph represent the
oxygen atoms of the water molecules (red); the dashed red arcs represent the H-bonds between two water

molecules oriented from donor to acceptor.

can be of great help in understanding H-bond net-
works. Here we present the use of the atomistic 2D-
MolGraphs in order to unravel the structure of wa-
ter in inhomogeneous molecular systems made of an
interface between liquid water and another medium.
We specifically focus on three hydrophobic aqueous
interfaces, i.e., air/liquid water, graphene/liquid wa-
ter, and boron nitride BN/liquid water, for which we
want to characterize the organization of liquid water
at the interface with air or the solid. To that end, our
methodology of atomistic topological 2D-MolGraphs
is applied on AIMD trajectories of these three aque-
ous interfaces (~50 ps time-length MD). These three
interfaces have been shown to be hydrophobic by
independent molecular analyses in [37] based on a
molecular descriptor of hydrophobicity developed in
this latter paper and in the follow-up paper [38].

We have previously shown in [10,37,39] that lig-
uid water in contact with hydrophobic surfaces forms
a two-dimensional (2D) highly collective H-bonded
network made by the water molecules in the layer
in direct contact with the hydrophobic surface (i.e.,
water located in the BIL-Binding Interfacial Layer—
as defined in [36,37]), in which the water-water
H-bonds are formed parallel to the surface. This
water-collective 2D-Hbonded-Network is the molec-
ular signature of surface hydrophobicity [37,38].

Here, we illustrate the recognition of this 2D-
HBonded-Network using topological 2D-MolGraphs,

and how these graphs can provide details on the
organization of water molecules in this collective
H-bond network. Three DFT-MD trajectories have
been analyzed using our graph theory algorithm:
air/liquid water as the prototype of hydrophobic sur-
faces, graphene/liquid water, and BN/liquid water.
For each trajectory, 400 snapshots were extracted and
analyzed (from a total of 50 ps trajectory per sys-
tem). This corresponds to roughly one snapshot
every 0.1 ps of dynamics, which represents a good
statistical sampling regarding the dynamics of H-
bonds. The graph analyses are carried out on the BIL-
interfacial region only, in which there is roughly an
average of 48 water molecules (all simulation boxes
are roughly equivalent in sizes).

The 2D-MolGraphs in Figure 13 show the very
specific structural property of the water molecules
in the BIL of the hydrophobic interfaces: a collec-
tive arrangement of the water molecules in terms of
H-bonded polygons (or rings) adjacent to each oth-
ers. This collective arrangement is called the 2D-
HBonded-Network [10,37,39].

To obtain the statistical view on the number of wa-
ter molecules that are interconnected within the 2D-
HBonded-Network, the (identified non-isomorphic)
2D-MolGraphs can be analyzed in terms of the size
of the connected components, i.e., the set of sub-
graphs in which all vertices are connected to each
others without interruption. Figure 14 illustrates the
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Figure 14. Distribution of the connected components of the 2D-MolGraphs (see text for details) for the
air/liquid water interface (left), the graphene/liquid water (middle), and the BN/liquid water (right),

obtained over ~50 ps AIMD trajectories.
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Figure 15. Distribution of the size of H-bonded rings/cycles formed by the water molecules in the 2D-
MolGraphs. (left): air/water interface; (middle): graphene/water interface; (right): BN/water interface.

distribution of the connected components for the
400 2D-MolGraphs extracted for each trajectory of
the three interfaces.

One can immediately see that the 2D-HBonded-
Network is extended over ~90-95% of the water
molecules located in the BIL for the three interfaces,
hence with a high degree of interconnectivity (very
collective network between the water molecules).
One can thus conclude that the water molecules
in the BIL are statistically organized with the same
collective HB-Network in all these hydrophobic
interfaces.

The 2D-MolGraphs provide further details on the
organization of water molecules in this collective
H-bonded network. One can see from the 2D-
MolGraphs shown in Figure 13 that water molecules
are organized in polygons/rings formed by H-bonds.
Using the Horton algorithm [40], we analyzed the
2D-MolGraphs in terms of the size of H-bonded

polygons/rings formed by the water molecules in the
BIL for the three hydrophobic interfaces. The results
are presented in Figure 15.

Very interestingly, though the water molecules in
the three investigated BILs are assembled with the
same collective 2D-Hbonded-Network, the distribu-
tion of sizes of the H-bonded polygons that build
these networks are non-identical between the three
hydrophobic interfaces. On the one hand, the sizes
of the H-bonded polygons are centered on four to
six for the air/water and BN/water interfaces. There
is a clear dominant component related to H-bonded
pentagons made by the water molecules at the in-
terface with the BN surface while the formation of
H-bonded tetragons and pentagons is found equiv-
alent at the interface with air. On the other hand, the
2D-Hbonded-Network made by the water molecules
at the surface of graphene is more homogeneous
in terms of sizes of the polygons, where tetragons,
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hexagons, and heptagons have roughly the same
probability of appearance, and H-bonded pentagons
dominate slightly more. We hence see that water
molecules predominantly form five-membered H-
bonded rings/polygons at the interface with the BN
surface, which can be associated to the hexagonal-
templated structure of BN. The length of the C-C co-
valent bonds in BN is shorter than the O---H hydro-
gen bonds: the best arrangement for water molecules
is thus into five-membered H-bonded rings rather
than six-membered rings.

Moreover, we find that the percentage of water
molecules giving rise to the polygons within the 2D-
HBonded-Network is around 30-40% for the three
interfaces, with the following interesting ranking:
one finds a larger percentage of water in the 2D
polygons for the air/water interface (~43%) than
for the graphene/water interface (~36%) interface,
and the BN/water interface (~34%). Such percent-
ages might explain the strength of the 2D-HBonded-
Network found at each interface. The work in [37] in-
deed showed that the strength of the 2D-HBonded-
Network can be ranked as air > graphene > BN.
In other words, the more water molecules forming
rings within the 2D-Hbonded-Network (i.e., the more
rings being formed), the stronger the 2D-HBonded-
Network, and the more hydrophobic the interface.

3.3. Integration of 2D-MolGraphs in workflows
in high-throughput in silico chemical reac-
tivity

We further explored the utility of our 2D-MolGraph
approach as the core for automated reaction net-
work analysis workflows suitable for implementa-
tion in high-throughput in silico reactivity screening
of complex multicomponent homogeneous catalytic
systems [41]. We implemented the 2D-MolGraph ap-
proach in the computational catalytic reaction space
exploration method ReNeGate [5] (see the workflow
in Figure 16) and in the high-throughput reactiv-
ity screening HiREX workflow [11] specifically de-
signed to explore realistic catalytic systems and iden-
tify thermodynamically feasible chemical transfor-
mations, corresponding to secondary catalyst deac-
tivation and inhibition paths.

The method was validated by case studies on rep-
resentative multicomponent (de)hydrogenation
catalytic systems based on Mn(I) coordination

complexes with a special focus on probing uncon-
ventional and less expected reaction channels, which
could be responsible for loss of catalytically potent
species during the initial pre-catalyst activation. An
illustrative example is our computational analysis of
the activation of manganese pentacarbonyl bromide
(Mn(CO)5Br) with inorganic alkoxide base KOiPr that
is a common protocol for the experimental screening
and in situ generation of Mn-based homogeneous
catalysts [42]. The reactivity exploration was car-
ried out with parallel metadynamics simulations
on a minimal model constituted by the two main
reagents only (Figure 17a) using the CREST function-
ality (metaD/CREST) at the GFN2-xTB level [43]. The
reactive trajectories were populated using the root-
mean-square-deviation (RMSD) in Cartesian space
as a metric for the collective variables [43], while
the pushing and pulling strengths (k and a) were
systematically varied over the parallel simulations.

The analysis of the reactive trajectories with the
2D-MolGraphs yielded a reaction network contain-
ing 12 conformers, which after trimming the edges
exceeding an arbitrary threshold of 25 kcal/mol, pro-
duced the reaction network shown in Figure 17b.
State (1) corresponds to the starting configuration
with unreacted Mn(CO)sBr and KOiPr, which can
transform to one of the new species identified by
the 2D-MolGraphs from the reactive trajectories (Fig-
ure 17¢).

Our automated procedure revealed that all reac-
tion paths involve the reaction of the alkoxide nucle-
ophile with the Mn(I)-bound carbonyl ligand to form
a Mn-acyl complex (2). Due to its approximate na-
ture, the GFN2-xTB method incorrectly predicts fur-
ther migratory insertion of CO with the —C(O)OiPr
species yielding species (4) and (8) to be also ther-
modynamically favorable. Subsequent energy refine-
ment at the DFT level restores the agreement with the
experimental observations. Similar reaction paths
were identified for more complex catalytic model
containing the molecularly defined Mn(I)-catalyst
stabilized by a bidentate diamino ligand, the alkox-
ide base, two isopropanol solvent molecules and ace-
tophenone as a model substrate. Simulations sug-
gested that the nucleophilic attack of the alkoxide an-
ion by the Mn-bound carbonyl ligand may initiate re-
action paths resulting in a (partial) decoordination of
the organic ligand, which can be considered the on-
set of catalyst deactivation [5].



Sana Bougueroua et al.

Arbitrary starting
configuration of

the reagent set °o
{xyz}

47

Reaction Histrory-dependent
MTD runs
Space‘ - XTB-MD
Exploration -varied ki &a
- spatial constraints

(Reactive‘l’rajectories E ’

Fingerprinting

Atom Types
Reaction Fingerprinting 9000000000 : v ; -
Event Graph Theory-based b RN NCECNNET © Hyogen @ Poasium
' . configuration search & e oha =
Identification categorization o of Ineractionypes
-] | X Covalent bond
Reaction - e o o O sectostaicinterction
k Network Construction ° g I:I;‘ [0 organometallic interaction
Networ - Graph of transitions : *laEo oo ",.
Generation - Trimming o ° o °
VertexList  Weighted Adjacency Matrix @@, @
o 80 °
e 9g
. ° ‘
XTB Reaction Network ° 9
Structure Geometry Optimization
1) xTB (GFN2-xTB)
Refinement
2) DFT (e.q. PBE0-D3/6-316(d,p)) x Reaction Network Trimming
]
Ensemble of DFT configurations oy e e (x
Mac  Max / 3
{xyz}° 2 =85 ¥ g
(_-u
ﬁ% —
Reaction
N K Network Refinement
etwor. - Graph of transitions
Refinement H
‘(I "' - h\”ﬂj.
. Min Wi
GFT Reaction Networl) \. :

Figure 16. Schematic representation of the ReNeGate workflow from [5] involving the sequential reactive
space exploration, the structure analysis using the 2D-MolGraphs in the fingerprinting and network
construction parts, with the reaction network generation and refinement steps (trimming).

These computational insights have inspired the
experimental finding on the stabilizing role of Lewis
acid additives mediating the nucleophilicity of the
alkoxide base allowing to considerably extend the
lifetime of the homogeneous Mn(I) catalysts [44] and
the discovery of new Mn-mediated C-C coupling
chemistry [45].

The application of our reaction network analy-
sis approach was further extended towards high-
throughput computational reactivity exploration and
automation identification of the classes of reac-

tivity patterns within specific catalyst groups (Fig-
ure 18a) [11]. We have applied this workflow to a
virtual library containing 576 Mn-pincer complexes
corresponding to four distinct pincer families with
varied functionalization of the ligand backbone (R1
and R2 functionalities) and Mn coordination (X) (Fig-
ure 18b). The 2D-MolGraphs were used to ana-
lyze the reactive trajectories, as well as to featur-
ize and label the discovered new configurations and
intermediates following the changes in the interac-
tion patterns observed during the transformations.
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Figure 17. (a) Metadynamics simulations of the reaction between Mn(CO)5Br and KOiPr yield reactive
trajectories, from which (b) a reaction network has been constructed with the respective three represen-
tative 2D-MolGraphs presented in (c). Colors for the 2D-MolGraph vertices: dark gray for carbons, red for
oxygens, dark blue for postassium, pink for the manganese, and green for the bromide. Solid black edges
in the graphs represent covalent bonds, the red dashed edges represent the organometallic interactions.

K-mode clustering analysis on the resulting labeled
database (Figure 18b) has provided new insights into
the reactivity of Mn(I) pincers and how it is af-
fected by the structural modification of the ligand
backbone.

Specifically, the calculations indeed revealed
multiple paths involving the nucleophilic attack
on the carbonyl ligand and decoordination of the
pincer ligand. Depending on the ligand’s nature
and structure, the thermodynamic favorability of
such secondary conversion paths varies greatly pro-
viding thus an opportunity to tune the stability
and reactivity of the transition metal catalyst, and
guide the exploration of new chemical conversion
paths.

4. Prospects
progress

and new developments in

With this review, we believe that the topological 2D-
MolGraphs and associated graph algorithms have
been shown to be powerful tools for analyzing atom-
istic molecular dynamics trajectories and extract-
ing the actual conformations sampled over time.
Demonstrations were carried out on gas phase flex-
ible molecules and inhomogeneous aqueous inter-
faces in the condensed phase. We have also shown
the relevance of different levels of granularity to be
used in the topological graphs. In particular, the
coarse-grained approach of graphs of polymorphic
H-bonded cycles was shown decisive in order to
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Figure 18. (a) A perspective workflow for the chemical space exploration and automated reactivity
analysis of virtual catalyst libraries involving 2D-MolGraphs as the core component of the dynamic
trajectory analysis and structure featurization. The method was used for (b) the reactivity screening of a
virtual library of 576 Mn(I) pincer complexes followed by K-mode clustering analysis of the resulting data.
The figure presents top 10 clusters showing the most frequent types of interaction changes as a function
of different functionalization at R1 site for each pincer class. The color coding is given at the bottom of

the figure.

rationalize the dynamics of a flexible hexapeptide.
The “metastructures” over which the dynamics of this
peptide is built could be found only at this level of
topology representation.

We have also shown that the 2D-MolGraph ap-
proach can be easily coupled to global workflows
that include several theoretical methods to sample
conformational and reactive chemical spaces. The
topological graphs were inserted in high-throughput
in silico chemical reactive workflows in homoge-
neous catalysis. The conformational fingerprinting
provided by the 2D-MolGraphs was decisive in sev-
eral steps of these workflows. The outcome of these
reactive workflows would not have been as easy and
successful without the topological graphs. These
works continue.

Ongoing works and developments also include
for instance the use of the 2D-MolGraphs to ex-
tract the knowledge of structural motifs at aque-
ous interfaces. For instance, it is of utmost im-
portance to reveal the motifs formed between the
sites at the surface of a solid (for instance silica ox-
ide as in [46,47]) and the water molecules located
at the interface with the solid in the Binding In-
terfacial Layer (BIL). These motifs are not only re-
sponsible for the spectroscopic signatures recorded
at aqueous interfaces, typically by SFG (Sum Fre-
quency Generation) spectroscopies, they are also in-
volved in the chemical reactivity of these aqueous
interfaces. Motifs and their vibrational fingerprints
have already been discussed in [47] for aqueous sil-
ica interfaces. We are developing algorithms that
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can automatically recognize and classify these mo-
tifs from the 2D-MolGraphs, for instance in terms
of the sizes of the H-bonded cycles formed between
surface sites and water molecules and in terms of
their statistical distribution in space within the BIL.
The same algorithms will also be applied to the water
molecules in the BIL of biomolecules. This is also on-
going work, using the atomistic 2D-MolGraphs and
the coarse-grained polygraphs of H-bonded cycles.
Naturally, databases of 2D-MolGraphs and coarse-
grained polygraphs can be built up and connected
to Al (Artifical Intelligence) and machine learning
techniques. This is where our next step will take us.
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1. Introduction

Solvent environment and, particularly, the presence
of hydrogen bonds-donating or -accepting inter-
actions as well as the occurrence of stacking and
dipole-dipole interactions are expected to have a sig-
nificant impact on the photophysics of fluorophores
like coumarin 153 (C153) [1-4]. For this reason, the
effect of the solvent on the photophysics of C153
has been explored in a range of solvents, includ-
ing alcohols [5-7], acetonitrile [2,8-10], propylene
carbonate [6], dimethyl sulfoxide, formamide, ni-
tromethane, acetone [2], methanol, ethanol and
fluorinated ethanol solvents [11], in mixtures such
as dioxane-water [12], acetonitrile-benzene [13],
hexane-propionitrile [12], tert-butyl alcohol-
water and trimethylamine N-oxide-water [14],
acetonitrile-propylene carbonate [15] dimethyl
sulfoxide—glycerol [16,17], toluene—acetonitrile [18],
and cyclohexane—phenol solvent [19]. These studies
were extended to aqueous and non-aqueous reverse
micelles [20], Triton X-100-cyclohexane microemul-
sions [21], and also to various ionic liquids, such
as 1-butyl-3-methylimidazolium hexafluorophos-
phate [22], 1-hexyl-3-methylimidazolium hexaflu-
orophosphate [8], 1-butyl-3-methylimidazolium
tetrafluoroborate  [10],  hydroxylfunctionalized
ionic liquids [23], ionic liquids containing fluo-
roalkylphosphate [24] and tetraalkylammonium
bromide [25], 1-dodecyl-3-methylimidazolium
bis(trifluoromethylsulfonyl)amide with benzene,
chloroform, propylene carbonate solvents [26], and
deep eutectic solvents such as choline chloride [27]
and acetamide—urea [28]. One should notice that the
properties of the mixtures are modulated through
the change of the mixture composition. The afore-
mentioned works showed that the strength and na-
ture of the hydrogen bonds can influence the elec-
tronic transitions of C153, resulting in either fluo-
rescence quenching or enhancement. Indeed, the
efficiency of fluorescence, expressed in terms of
quantum vyield, can be affected by hydrogen bond
interactions as they may promote non-radiative de-
cay processes and reduce the quantum yield. It is
therefore essential to take into account the specific

molecular structure of C153 (namely, the donor or
acceptor nature of its atoms) and the characteris-
tics of the solvent in experimental studies to under-
stand how hydrogen bond interactions influence
C153 photophysics in a given environment. This
can be illustrated through the following examples.
First, Maronceli et al. showed that the presence of
hydrogen bonds between C153 and alcohols results
(beyond the effects of solvent polarity) in a small
additional shift in both the absorption and emission
spectra of C153. However, when examining the sol-
vation dynamics of C153 in N-methylpropionamide,
a solvent with hydrogen bond donor ability, distinct
differences in dynamics were observed compared to
the case when alcohol solvents were considered [6].
On the other hand, in propylene carbonate, a non-
associated solvent lacking hydrogen bond donor
capability, the behavior of the solvation function
closely resembles that observed in alcohols. Other
studies, instead, showed that coumarin 102 and C153
have different photophysical behaviors in the same
solvent and that these different behaviors are due
to their methyl CH3 and trifluoryl CF3 substituents,
respectively [29,30]. Computer molecular modeling
could corroborate these experimental results, since
simulation approaches can provide deep atomistic
insights into the local structure of the solvent around
the donor and acceptor regions of C153, insights
that cannot be obtained by any kind of experimental
strategy. As a matter of fact, the microscopic environ-
ment surrounding the C153 molecule was also inves-
tigated through quantum-chemical calculations and
molecular dynamics (MD) simulations [11,31], which
permitted to analyze interatomic and intermolecular
radial distribution functions (RDF)—considering ei-
ther the center-of-masses or specific atoms like O, E
N, and C—without explicitly accounting for the hy-
drogen atoms of C153 and the solvent molecules. No-
tably, these investigations were conducted for both
the ground state (GS) and excited state (ES) of C153.
Based on molecular dynamics simulations of C153
in 1,4-dioxane, Cinacchi et al. [32] suggested that
changes in the solvation shell around the GS and ES
of C153 are primarily due to alterations in the orien-
tation of the solvent molecules. In other MD studies,
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the local structure around the hydrogen atoms of
C153 has been explored [26,31]. It has been observed
that C153 is solvated by alcohols or water through
hydrogen bonds, specifically between the hydroxyl
OH group of the solvents and the carbonyl oxygen
atom of C153. Furthermore, MD simulations of C153
in dimethyl sulfoxide (DMSO)-water mixtures have
shown that the hydration structures in GS and ES dif-
fer from those in pure water due to the significant in-
fluence of DMSO molecules [27]. This was attributed
to the formation of a hydrogen bond network be-
tween DMSO and water molecules upon mixing. In
the case of imidazolium ionic liquids (ILs), MD stud-
ies of C153 in 1-ethyl-3-methylimidazolium tetraflu-
oroborate (EmimBF,) [22] demonstrated a preferen-
tial solvation of C153 by the Emim™ cation. In a study
by Barman [33], MD simulations, quantum-chemical
calculations and infrared (IR) spectroscopy were
combined to investigate the formation of hydrogen
bonds between aniline and C153. It was concluded
that the carbonyl group of C153 serves as a primary
hydrogen bond-accepting site and shows a higher
bond strength in the ES. Furthermore, the forma-
tion of a C=0---H-N hydrogen bond was confirmed
by the observation of the IR absorption band at
1736 cm™! in the IR spectrum of C153 in the aniline-
cyclohexane mixture, shifted compared to the
stretching band of the C=0 group (1748 cm™!) which
is commonly measured in pure cyclohexane. Similar
experiments were conducted for the coumarin C102-
aniline system [34], and the formation of the stronger
hydrogen bond for C153 in the ES was also observed
in methanol solutions [35]. Furthermore, the solva-
tion of C153 in ionic 1-butyl-3-methylimidazolium
tetrafluoroborate-propylene carbonate mixtures
was investigated by coupling MD simulations, time-
correlated photon counting and fluorescence up-
conversion techniques. It was established that the
solvation of C153 is determined by its interaction
with the ions at high IL content, and with the solvent
molecules at a IL molar fraction lower than 0.2 [36].
Xu et al. [37] conducted B3LYP/TZVP calculations
to thoroughly explore the formation of hydrogen
bonds between C153 and ethanol in both GS and ES.
They observed that the hydrogen bond C=0-:-H-O
is strengthened in the electronic ES, i.e., the bond
length decreases from 1.867 A in GS to 1.813 A in ES,
as also shown by Han and coworkers [38], This obser-
vation suggests that the hydrogen bond O---H-0 in

Figure 1. Definition of the distances describ-
ing the hydrogen bond interactions between a
generic donor D-H and a generic electronega-
tive acceptor A. The distances dy_a and dp_a
are calculated using molecular dynamic simula-
tions relying on the nearest neighbor approach.

the C153-EtOH complex in the ES must be strength-
ened. This suggestion was also substantiated by IR
experiments conducted in this study [38].

In order to retrieve essential information about
hydrogen bond interactions, geometric data [39,40],
spectroscopic data [41-47], physical chemical
data [48], and MD simulation data [49-53] have
been usually analyzed by means of principal compo-
nents analysis (PCA). PCA can provide a comprehen-
sive overview of hydrogen bond interactions offering
insights into dominant spectral features, their vari-
ations, global trends, and correlations, and aiding
in the identification and understanding of hydrogen
bond-related patterns in the collected data.

This article provides a thorough study of the hy-
drogen bond interactions between C153 and various
solvents, including methanol, ethanol, 1-propanol,
1-butanol, acetonitrile, y-butyrolactone, and propy-
lene carbonate. These solvents exhibit distinct prop-
erties such as dipole moment, viscosity, dielectric
constant, density, and the capacity to form hydrogen
bonds, as well as stacking interactions and dipole-
dipole interactions. In this study, we combine MD
simulations with PCA. Atomistic simulations provide
the coordinates of atoms that are involved in the
hydrogen bond interactions. The generic hydrogen
bond between a donor D-H and acceptor atom A is
described by the configuration given in Figure 1.

The D-H and A moieties may belong to any of the
mixture’s constituents. The intramolecular distance
dp_y is assumed to remain constant in our simula-
tions, while dy_ A and dp_a are determined as the av-
erage distances of the nearest neighbor radial distri-
butions of the first neighbor electronegative atom A
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Figure 2. Atomic labels for Coumarin-153 (a) and the investigated solvents ((b) methanol, (c) ethanol,
(d) 1-propanol, (e) 1-butanol, (f) y-butyrolactone, (g) propylene carbonate, (h) acetonitrile).

with respect to the H and D, respectively. It is worth
noting that once dp-y, dy.a and dp_a are deter-
mined, the angle a can be calculated using the law
of cosines (see Figure 1).

The average values of distances dy A and dp_a
were calculated for both GS and ES of C153 and serve
as indicators of the strength of the hydrogen bond in-
teractions between C153 and the solvent molecules.
Importantly, the GS and ES of C153 were simulated
by considering their corresponding charge distri-
butions, which were determined through quantum
calculations (see Figure 3). These distances were

calculated for cases where C153 acted as either a
hydrogen bond donor or acceptor. In the former
scenario, the 14 C-H bonds of C153 were considered,
and these distances were calculated from electroneg-
ative atoms such as the N; atom of acetonitrile, the
0; atoms of the alcohol solvents, and the O, O,, and
O3 of the other solvents. In the latter case, these dis-
tances were calculated between each of the 39 C-H
bonds of the solvent molecules and the 6 electroneg-
ative atoms of C153, i.e., the N, O;_» and F;_3 atoms
(see Figure 2 for more details on the numbering of
the atoms).
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Figure 3. Charge values associated to the
atoms of C153 in the ground state and excited
state as determined from quantum-chemical
calculations performed with B3LYP/6-
311+G(d).

PCA was then applied to analyze the two distance
matrices obtained in the two aforementioned cases.
The first matrix contained 10 rows corresponding to
the 10 electronegative atoms of the different solvents
under study and 28 columns corresponding to the
14 C-H bonds of C153 in both GS and ES. The sec-
ond matrix contained 43 rows corresponding to the
39 C-H and the 4 O-H bonds of the different solvents
under study and 12 columns corresponding to the
6 electronegative atoms of C153 in both GS and ES.
PCA helps in understanding the structural patterns
encoded by the investigated data and extracting es-
sential information regarding the nature of the hy-
drogen bond interactions as captured by the calcu-
lated distance values. The questions we would like
to answer in this paper are: When C153 is acting as a
hydrogen bond donor, are all its H atoms equivalent
or do some of them exhibit a particular behavior? Is
there any difference among the acceptor atoms of
the solvents? What happens to the hydrogen atoms
that are close to the electronegative atoms of C153?
Is there a difference in the behavior of the H atoms of
the solvents depending on their respective location
(e.g., close to or far from the solvent electronegative
atoms)?

The paper is organized as follows: the second
section details the MD simulation procedure and

the calculation of the distance matrices which were
used to investigate the hydrogen bond interactions of
C153 in the selected solvents. In the third section, the
results of this study are discussed. The fourth section
provides conclusions and future perspectives.

2. Methodology

A single C153 molecule was immersed into pure
solvents-acetonitrile (AN), y-butyrolactone (GBL),
propylene carbonate (PC), methanol (MeOH),
ethanol (EtOH), 1-propanol (PrOH), and 1-butanol
(BuOH). Both solvent and solute molecules were
modeled as non-polarizable, rigid bodies containing
a collection of interaction sites. All-atom models
were used for the solvents and the solute. Initial
configuration and force field files were prepared us-
ing PACKMOL [86] and DL_FIELD (version 3.3), re-
spectively [54], and the simulations were carried out
in DL_POLY (version 4.07) [55]. These simulations
were performed at constant values of the number of
molecules, N, the pressure P, and the temperature
T on systems containing 1 molecule of solute and
863 molecules of solvents, placed in a cubic box
with periodic boundary conditions at an average
temperature of 298 K and pressure 1 atm. The NPT
ensemble was maintained using a Berendsen ther-
mobarostat, with a relaxation time of 0.1 and 0.2 ps
for the thermostat and the barostat, respectively.
The Lennard-Jones forces were cut off at 15 A and
long-range Coulomb interactions were treated using
the Ewald sum method. The equations of motion
were solved using combined SHAKE and velocity
algorithms. The equilibration of the systems as well
as the production of the HISTORY file for further
analysis were performed with a time step of 0.0005 ps
and a total number of steps equal to 1,000,000. The
configurations of the system were recorded in the
HISTORY file every 10 steps, which produced 100,000
configurations that were treated by TRAVIS (ver-
sion 17/08/12) [56]. This permitted better statistics
and a noise level decrease for the radial distribution
functions calculated between a single C153 molecule
and the solvents.

All the calculations were performed in both GS
and ES of C153. The charges of the equilibrated sys-
tem in GS were switched to that of the ES (without
changes in the C153 geometry) and the system was
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Figure 4. Raw d values obtained through molecular dynamics simulations when considering C153 as a
hydrogen bond donor (left) or acceptor (right). The numbering of atoms is given in Figure 2.

left to evolve under the new solute-solvent interac-
tions for 1,000,000 steps with a time step of 0.0005 ps.
The geometry of the molecule did not undergo any
change.

We used the force field developed by Cinacchi for
C153. The atoms’ numbering is given in Figure 2 [32].

Quantum-chemical calculations were performed
with the B3LYP/6-311+G(d) level of theory using
Gaussian09W [91] to obtain the atom positions as
well as the Mulliken atomic charges for GS and ES
of C153 [41]. The values of these charges are dis-
played in Figure 1. The OPLS2005 force field was used
for alcohols [57], while the force field proposed by
Koverga was used for propylene carbonate (PC), y-
butyrolactone (GBL), and acetonitrile (AN) [58].

PCA [96] was then used to get insights into the sol-
vation structure of C153 in GS and ES. Indeed, for
each possible hydrogen bond D-H---A, the nearest
neighbor radial distribution of the electronegative
atom of a given compound around either the H or D
atoms of the donor compound was calculated. Based
on this distribution, the average interatomic dis-
tances dy. A and dp_ s were computed and merged
for the sake of simplicity in a unique distance metric

d as follows:
dp.a= di_\+df s

The resulting distance values were finally gathered
into two different data matrices, one containing the

d values estimated when C153 was assumed to act as
a donor of hydrogen bonds and the other when C153
was assumed to act as a hydrogen bond acceptor. The
first matrix contains 10 rows corresponding to the 10
electronegative atoms of the different solvents under
study and 28 columns corresponding to the 14 C-H
bonds of C153 in both GS and ES. Each one of its ele-
ments represents the distance between a given elec-
tronegative atom and one of the 28 C-H bonds of
C153. The second matrix contained 43 rows corre-
sponding to the 39 C-H and the 4 O-H bonds of the
different solvents under study and 12 columns cor-
responding to the 6 electronegative atoms of C153 in
both GS and ES. Each one of its elements represents
the distance between one of the 43 solvent bonds and
a given electronegative atom of C153. Both distance
matrices were double-centered and finally subjected
to PCA by means of in-house-developed Matlab rou-
tines. Raw data are displayed in Figure 4.

3. Results

3.1. Coumarin-153 as hydrogen bond donor

Figure 5 displays the first/second and the third/
fourth principal component biplots resulting from
the PCA decomposition of the distance matrix ob-
tained in the case C153 acts as hydrogen bond
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Figure 5. First/second (left) and third/fourth (right) principal component biplots resulting from the PCA
decomposition of the distance matrix obtained when considering C153 as a hydrogen bond donor in both
its ground and excited states. Blue squares refer to the solvent’s electronegative atoms (acceptors), while
red diamonds refer to C153’s hydrogen atoms (donors).

donor!. PCI highlights a difference in the interacting
trend of the H; and H, atoms located near the nitro-
gen atom of the quinolizidine heterobicyclic group of
C153 with respect to the Hyy atom that is close to the
trifluoromethyl group of C153. The former seems to
interact preferentially with the hydroxyl O; atom of
BuOH, EtOH, and PrOH and be located relatively far
from the O atoms (O; and O3) of the PC. The latter
exhibits the opposite behavior. This is corroborated
by the nearest neighbor distributions represented in
Figure 6 and calculated using the following configu-
rations: Cy4—Hjo---A and Cg-H,---A (A = O7 or O, of
PC or O; of BuOH), respectively.

Interestingly, PC2 suggests that the distances be-
tween the H3 and Hy atoms of C153 to the O; atom
of PC are shortened when C153 goes from GS to
ES. The opposite occurs when considering the dis-
tances of these H atoms to the O, atom of PC. This
is in good agreement with the changes observed for
the nearest neighbor radial distributions concerning
these H atoms and the O; and O, of PC (see Figure 7).
Figure 7 left highlights, in fact, the emergence of a

lIn this case, the first four principal components account for
approximately 90% of the total data variation.

short-distance contribution that reduces the average
distance between H3 and Hy to the O; of PC. Con-
versely, from Figure 7 right, it is evident that a long-
distance contribution makes the average distance
between Hz and H, to the O, of PC increase. It is in-
teresting to notice that the same conclusion cannot
be drawn for the H; and H, atoms of C153 (their pro-
jection coordinates remain positive along PC2 when
C153 goes from GS to ES). This suggests that the dis-
tance H;---Oq, H;---O5, Hy---O; and H;---O, do not
vary as much as for H3 and Hs when C153 goes from
GS to ES (see also Figure 8).

Finally, PC3 highlights a difference in the interact-
ing behavior of the Hs atom of C153 in ES and the
H;4 atom of C153 in GS. It seems that Hs interacts
preferentially with the O atom of BuOH and the O,
atom of PC and is located relatively far from the O
atom of PrOH and the O; atom of PC. An opposite
interaction trend is instead observed for Hyy4.

It is also interesting to notice that PC4 points out a
difference in the interacting behavior of the H; atom
when C153 goes from GS to ES. When C153 is in
GS, H; seems to be located quite far from the O of
PrOH. In contrast, this distance seems to significantly
decrease when C153 is in ES. Additionally, the PC3-
PC4 biplot suggests that the interacting behavior of
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excited state (ES) (left green), (iv) O; of PC/Hy4 of C153 in ES (left blue), (v) O, of PC/H3 of C153 in GS
(right black), (vi) O, of PC/H,4 of C153 in GS (right red), (vii) O, of PC/Hj of C153 in ES (right green) and

(viii) O, of PC/H,4 of C153 in ES (right blue).

the atoms O3z in PC and O, in GBL might exhibit
similarities.

3.2. Coumarin-153 as hydrogen bond acceptor

Figure 9 displays the first/second principal compo-
nent biplot resulting from the PCA decomposition of
the distance matrix obtained in the case C153 acts as

a hydrogen bond acceptor?. PC1 highlights a differ-
ence in the interacting trend of the carboxyl O, atom
of C153 with respect to the F atoms of the trifluo-
romethyl group of C153 in both GS and ES. The O,

2In this case, the first two principal components account for
approximately 86% of the total data variation.
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Figure 9. First/second component biplot re-
sulting from the PCA decomposition of the dis-
tance matrix obtained when considering C153
as a hydrogen bond acceptor in both its ground
and excited states. Blue squares refer to the sol-
vent’s hydrogen atoms (donors), while red di-
amonds refer to C153’s electronegative atoms
(acceptors).

atom, in fact, seems to interact preferentially with the
H; atoms of the hydroxyl groups of the alcohol sol-
vents from which the F;_3 atoms appear relatively far.
The latter, on the other hand, were found to gener-
ate preferential interactions with the terminal methyl
or ethyl groups of some of the investigated solvents.
Furthermore, PC1 also suggests that, overall, the dis-
tance between the N; atom of C153 and the termi-
nal H atoms of some of the investigated solvents (e.g.,
PrOH and BuOH) increases when C153 goes from
GS to ES. This is clearly corroborated by the nearest
neighbor distributions displayed in Figure 10.

The following paragraphs will focus on the
hydrogen-bonding interactions involving O, of C153
and H; of the hydroxyl group of the alcohol solvent
on the one hand and H; of the PC and GBL solvents
on the other hand. We then calculated the values
of the distances dy._a and dp._a describing their in-
teractions. More precisely, we calculated these dis-
tances for the fifth neighbors. These distances were
compared to those representative of two extreme
configurations of D-H corresponding to linear and
bent geometries. In the former, angle « is equal to
180°, which implies dp_a = dp-p + di1..a- This cor-
responds to a strong interaction. In the latter, « is

\Jd2_\+dZ . This

equal to 90° implying dp..a = AT
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Figure 11. Graphical representation of the two distance values characteristics of the hydrogen-bonding
interaction between the carbonyl O, atom of C153 and the hydroxyl H; atom of alcohols for the five
nearest neighbors in the ground (a) and excited state (b) of C153. The line corresponding to @ = 180°
reflects a linear O;-H; --- Oz configuration (i.e., do,..0, = do,..H, + do,—H1), while the line corresponding

to a = 90° reflects a bent O;-Hj --- O3 configuration (i.e., do,. 0, = /déz_._H1 + dcz)l—Hl)'

corresponds to a weak interaction. Figure 11 shows
that for all the alcohol solvents, the values of the first
two neighbor distances are similar to those typical of
a linear geometry of the O1-H;j ---O,. In the ES, this
similarity is even more pronounced, which indicates

a general reinforcement of the interactions between
the solvents and C153. This is in accordance with the
findings of Cerezo et al. [33].

Conversely, regarding AN, GBL, and PC (see Fig-
ure 12), the calculated distances are very close to
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do,..H, + do,-n,), while the line corresponding to a = 90° reflects a bent C-H; ---O2 configuration (i.e.,
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those characteristic of a bent geometry which em-
phasizes the occurrence of weak interactions be-
tween C153 and these solvents. Notice that when
C153is in ES, these distances do not vary and remain
similar to those typical of a bent geometry.

4. Conclusions

The aim of this work was to study the hydrogen bond
interactions of C153 in various solvents, including
alcohols, acetonitrile, y-butyrolactone, and propy-
lene carbonate. To do this and highlight the exis-
tence of similarity patterns in the interacting behav-
ior of donor and acceptor moieties, we combined MD
simulations and PCA. Hydrogen bonds were here de-
scribed by the distances between donor and acceptor
atoms. These distance values were calculated using
the nearest neighbor radial distribution approach in
both GS and ES of C153. These two states were mod-
eled with different charge distributions but retained
the geometrical structure of C153. PCA highlighted
that, when C153 acts as a hydrogen bond donor:

e the H; and H; atoms of C153 interact prefer-
entially with the hydroxyl O; atom of BuOH,
EtOH, and PrOH;

e the Hjp atom of C153 is instead located at a
short distance to the O; and O, of the PC;

¢ the distances between the Hs and H, atoms
of C153 to the O; atom of PC are shortened
when C153 goes from GS to ES. The oppo-
site occurs when considering the distances of
these H atoms to the O, atom of PC;

 the Hs atom of C153 interacts preferentially
with the O; atom of BuOH and the O, atom
of PC and is located relatively far from the O,
atom of PrOH and the O; atom of PC. An op-
posite interaction trend is instead observed
for H14;

e when C153 is in GS, its H; atom seems to
be located quite far from the O; of PrOH. In
contrast, this distance seems to significantly
decrease when C153 is in ES.

In addition, it was observed that when C153 acts as a
hydrogen bond acceptor:

o the carboxyl O, atom of C153 interacts pref-
erentially with the H; atoms of the hydroxyl
groups of the alcohol solvents;

e the F;_3 atoms of C153 were found to gener-
ate preferential interactions with the termi-
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nal methyl or ethyl groups of some of the in-
vestigated solvents;

¢ the distance between the N; atom of C153
and the terminal H atoms of several of the
solvents under study (e.g., PrOH and BuOH)
increases when C153 goes from GS to ES.

The hydrogen bond interactions of C153 were also
assessed via the behavior of the fifth first neighbors.
Our results show that the distance values involving
the hydroxyl H atoms of the alcohols are close to
those associated with strong hydrogen bond interac-
tions (linear configuration of Oz---H;-03). These dis-
tances are even shortened in the ES of C153 which
indicates a further reinforcement of the hydrogen
bonds. On the other hand, the distance values involv-
ing the H atoms of PC and GBL are closer to those as-
sociated with weak hydrogen bond interactions (bent
configuration of O;---H;-C). Moreover, they do not
vary when C153 goes from GS to ES.
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1. Introduction pharmaceuticals and monomers for polymer indus-
tries [1-4]. In particular, the hydrogenation of glu-

In the context of biomass valorization towards substi- cose into sorbitol and the dehydration of sorbitol

tution of petroleum-based materials, sorbitans rep-
resent bio-sourced alternatives to a large number
of petroleum-based molecules; and can be used
in a wide range of applications such as additives,
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with various catalytic systems have been studied in
depth [5,6]. However, the synthesis of these diols re-
mains, to this day, a technological challenge due to
the cost of energy-consuming processes, use of ex-
pensive and toxic solvents as well as the intensive
purification steps.
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To this regard, it is worthwhile to develop “one-
pot” protocols for the obtention of sorbitans starting
from glucose combining heterogeneous catalytic hy-
drogenation and an acid-catalyzed dehydration reac-
tion [5,7]. Conventionally, strong mineral acids are
used and they limit the selective obtention of sor-
bitans to favor its dehydration to isosorbide (pro-
duced by double dehydration of sorbitol). Being non-
toxic and non-corrosive, gaseous CO> has attracted
attention in replacing environmentally unsafe min-
eral acid catalysts thanks to the reversible control of
reaction mixture’s pH.

In order to study this one-pot reaction (hydro-
genation and dehydration), we combined in situ
spectroscopic analysis with molecular modeling to
better understand the mechanisms and the kinet-
ics in the formation of different reactions’ intermedi-
ates [8-10]. However, the thermodynamics of these
multi-component mixtures are not clearly known.
We recall that the aqueous dehydration of sorbitol
was performed under H, and CO; pressure (between
30 and 120 bar); and at high temperature (up to
220°C). The phase behavior and the mutual solubility
of all the components of this multi-component mix-
ture depend strongly upon the pressure/temperature
conditions which in turn can significantly influence
the selectivity and yield of the sorbitans synthesis
during hydrogenation and dehydration occurring in
the liquid phase.

The aim of this paper is to determine the thermo-
dynamic behavior of binary, ternary, and quaternary
systems composed of sorbitol/water/H,/CO; at tem-
peratures ranging from 40 °C to 220 °C; at CO, pres-
sure between 30 bar to 120 bar; H, pressure at 30
or 60 bar. Additionally, we have focused our inves-
tigation on the gas phase using infrared spectroscopy
which performs well in situ and in operando inves-
tigations. Of particular note, the evolution of the in-
tensity of selected vibrational modes of CO, and H,O
have also been analyzed as a function of temperature
and pressure in order to determine the evolution of
H,0 and CO; concentrations in binary, ternary, and
quaternary mixtures. From the results obtained, it
was possible to show that in such multi-component
system, a water-rich liquid phase coexists with a
CO,-rich gas phase under our experimental condi-
tions (T <220 °C and P < 120 bar). In addition, it was
found that sorbitol remains in the water-rich liquid
phase over the thermodynamic range investigated.

2. Experimental setup

2.1. High pressure in situ infrared absorption
setup

The in situ analysis of sorbitol-water—-CO2-H,
mixture was done with IR spectroscopy in one
high-pressure cell (Figure 1). Due to strong ab-
sorption of water, the liquid-phase analysis is best
performed using ATR-FTIR equipment which can
withstand high temperature and pressure. Due to the
lack of such equipment, we have focused our study
on the gas phase using a home made HP cell which
can withstand high temperature of about 250 °C and
pressure up to 20 MPa. The home-made stainless-
steel cell is composed of three cylindrical windows
(one sapphire window for visual observation and two
silicon windows for IR absorption with a pathlength
of 26 mm). Windows were positioned on the flat
surface of an inconel plug with a Kapton foil placed
between the window and the plug to compensate for
imperfections at the two surfaces (unsupported area
principle). Flat Kapton rings were used to ensure
sealing between the plug and the cell body. Heating
was achieved using four cartridge heaters inside the
body of the cell and a thermocouple located close
to one cartridge was used to regulate the tempera-
ture with an accuracy of AT = £0.5 °C. The cell was
connected via a stainless capillary to a pressurizing
system which allows the regulation of pressure with
an accuracy of AP = +0.1 bar.

For IR absorption measurements, a Nicolet 6700
FTIR spectrometer equipped with a Globar source, a
KBr/Ge beamsplitter and a DLaTGS/KBr thermal de-
tector was used to determine the spectral range, from
400 to 6500 cm™!. Single beam spectra with 4 cm™!
resolution were obtained by Fourier transformation
of 100 accumulated interferograms in order to im-
prove the signal to noise ratio.

2.2. Experimental procedure

For the quaternary mixture, the lower part of the cell
was filled with 1 ml of an aqueous solution of 30 wt%
of sorbitol (purchased from Sigma Aldrich (>98% pu-
rity)). The experiments were performed by initially
adding a predetermined pressure of H, (purchased
from Air Liquid (99.9999% purity)); CO2 (purchased
from Air Liquid (99.95% purity)) was then added to
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Figure 1. Design of the high-pressure experimental device with a high-pressure cell coupled with IR
spectrometer for the in situ measurements of the CO»-rich phase of the sorbitol/water/H,/CO, mixtures.

this high-pressure cell using a manual pump (TOP
industrie) up to the desired pressure. We men-
tion that the notation 30/30 bar CO,/H, means that
30 bar of H, is introduced and then the cell was
filled with CO; until the total pressure reached 60 bar.
Making the hypothesis that both CO, and H, behave
as ideal gases and that their pressures can be added,
we assumed that 30 bar of CO, was added to the cell.
The cell volume (8 ml) is fixed and only the pressure
can be adjusted.

2.3. Infrared absorption spectra and calibration

Figure 2 illustrates (for the case of a binary H,O/CO,
mixture) the spectral changes of the infrared absorp-
tion spectra in the CO;-rich phase that occur with
an increase of the temperature from 40 to 220 °C at
a constant pressure of 60 bar.

In that region, fundamental and combination
bands of CO, and H,O were observed. However, only
the spectral range between 2500 and 3200 cm ™!, and
between 4500 and 7500 cm™! are of interest for our
purpose under our experimental conditions. Indeed,
the strong absorption of CO, and H,O precludes any
quantitative analysis outside this spectral range.

For CO,, the region from 4750 to 5200 cm™! with
overlapping peaks of CO, at 4800 cm™!, 4950 cm™!
and 5100 cm™! are of interest and correspond to
the combination modes 4v;, + v3, v + 2V, + v3 and
2v) + v3, respectively. vj, v and vs are the funda-
mental vibrational modes of CO, with symmetric

stretch, bending mode and antisymmetric stretch,
respectively [11-14]. The weak peak observed at 6950
cmlis assigned to the 3v3 overtone of CO5.

For H,0, the band at 1600 cm™! which is sat-
urated at temperatures above 120 °C is related to
the bending mode v, of water [15]. The profile at
5300 cm™! having an increasing intensity with the
temperature, is assigned to the v, + v3 combination
mode of water [16,17]. In 70007500 cm™! spectral
range, the profile with a doublet structure observed
at 7200 cm™! with an enhanced intensity with tem-
perature is assigned to the 2v3 overtone of water.

In order to quantify the concentration of CO,, we
selected the vibrational mode 2v; + v3 of CO, and
determined its epsilon value from its integrated area
(from 4900 to 4740 cm™!). This was selected as it
negligibly overlaps with any contribution of water.
We, then measured the infrared absorption spectra of
neat gaseous CO; at constant pressures of 30, 60 and
120 bar at 40, 80, 120, 160, 200 and 220 °C. Knowing
the concentration of CO, (in mol-L™!) from the NIST
database (NIST Chemistry Webbook [18]), the path-
length of the cell (/) and measuring the integrated
area (A) in 4900 to 4740 cm™! range; the molar ex-
tinction coefficient (epsilon = €) values are then cal-
culated by applying the Beer-Lambertlaw: A=¢-1-c
(see Table 1). For all temperatures and pressures, it
can be seen that there is a significant variation of
the epsilon values with increase in pressure. Hence,
these values are used as reference for the same given
temperature and pressure to determine CO» concen-
tration in all analyzed mixtures.



70 Isaline Bonnin et al.

4.0 ¥
40°c H,0 + CO, Y
35 | 80°C
120°C CO, H,0
30 4 160°C
- 200°C
=
25 —220°C
[}
]
S
3 2.0
O
<
1.5 A 02 {
| k i
1.0 A A |
NSy \
0.5 T T T T T T T T T T T T

8000 7 000 6 000 5000 4000 3000 2 000 1000
Wavenumber (cm-!)

Figure 2. Infrared spectra of the CO;-rich phase of the HO-CO, binary system at a constant pressure of
CO; of 60 bar; and temperature from 40 °C to 220 °C.

Table 1. Molar extinction coefficients (in L-mol~!-cm™) of the 2v; + v3 mode of CO» integrated in 4900
to 4740 cm ™! range

40°C 80°C 120°C 160°C 200°C 220°C
30bar CO, 2.010 2.101 2.114 2.014 1.931 1.806
60bar CO, 1916 2.013 1970 1903 1.791 1.675
120 bar CO, 1.341 1.645 1.688 1.646 1.532 Saturate

By the same token, to quantify the concentration
of water, selecting a vibrational mode of water and
determining its epsilon value is required. In water—
CO, mixtures, the molar fraction of CO, can be cal-
culated from the concentration of CO, and water. We
selected the v, + v3 combination mode of water and
used its integrated area from 5800 to 5347 cm™! to
calculate the concentration of water. We emphasize
that only the high frequency wing of the mode of wa-
ter has been considered for integration as the low fre-
quency range is superimposed with a contribution of
CO». Then, the epsilon of this band associated with
water is fitted to obtain an experimental molar frac-
tion of water calculated from the experimental wa-
ter and CO, concentration, that is consistent with
the molar fraction in the literature [19,20]. As shown
in the Figure 3, a good fit is obtained in the whole
temperature and pressure range specific to this study
when a unique epsilon value of water is used and

found to be equal to 140 L-mol~!-cm™2. Thus, we
have evaluated a relative uncertainty of +5% on the
concentration measurements using our setup and
data processing methodology.

Finally, it is worth noting that if sorbitol is solu-
ble in the CO,-rich phase, one should observe a peak
in the alkane region (in the range 2800-3000 cm™!)
related to C-H stretching vibrations with a detection
limit of about 1074-107° gsorbitol/ §co,- We empha-
size that the initial total amount of sorbitol is exces-
sive in comparison to the minimum amount of sor-
bitol that could be detected.

In a few experiments, the collision-induced
IR spectral band of Hy is also observed at about
4150 cm™! (see Figures 5 and 12 in the results and
discussion section). This band has been reported
previously for H, diluted in monoatomic gases under
high pressure conditions [21,22]. Indeed, as the H,
stretching vibration is inactive in IR spectroscopy,
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Figure 3. Comparison of the molar fraction of
CO> in the CO;-rich phase of HoO-CO, mix-
tures calculated from our infrared spectra with
literature data.

the observed H, spectrum in the CO;-rich phase is
due to an induced dipole moment of the H» molecule
that results from its interaction with the surrounding
CO; molecules. Therefore, the induced molar extinc-
tion coefficient of the H, peak strongly depends on
the temperature and pressure and precludes the use
of this peak for quantitative analyses [23].

3. Results and discussion
3.1. H,O-CO, binary system

Preliminary studies are done in H,O-CO; binary sys-
tem to analyze the influence of water on the CO» con-
centration in the CO,-rich phase based on the pres-
sure of CO, and temperature. Infrared spectra of
the gas phase of the binary system are illustrated in
Figure 2 and has been described in earlier sections.
Beer-Lambert law is applied to determine the evo-
lution of the concentration of CO, in the CO,-rich
phase of the H»O-CO; binary mixture and compare it
with the concentration of neat CO; in the same ther-
modynamic range from 40 to 220 °C at constant CO,
pressures (30, 60 and 120 bar as shown in Figure 4).
Looking initially at CO, alone (Figure 4, dot-
ted lines), it can be inferred that the concentration
of CO, gas decreases when the temperature rises.

220
200 4

<< +#---30 bar CO2
60 bar CO2
3 <+« -+ 120 bar CO2
'~Q —e&— H20 30 bar CO2
K H20 60 bar CO2
=== H20 120 bar CO2

Temperature (°C)
o ®» 2 B B 2 ®»
2 888 8 38 8

S
S

o
&)
IS

6 8 .10 12 14 16 18
CO, concentration (mol L")

Figure 4. Temperature versus CO, concentra-
tion at constant pressure in neat CO; and in the
CO,-rich phase of the binary system H,O-CO,.

This effect is very pronounced at high pressure of
120 bar and less marked at 60 and 30 bar. In the
presence of water (Figure 4, solid line), the same ef-
fectis observed but between 160 and 220 °C, the con-
centration of CO, decreases further. This effect can
be explained by two phenomena: as temperature in-
creases, CO» dissolves in water and consequently, its
concentration in the gas phase decreases and con-
comitantly, water is “evaporated” in the gas phase
leading to a decrease in CO, concentration. Both
phenomena governing the mutual solubility of water
and CO; are consistent with data reported in the lit-
erature [19,20].

3.2. CO,-H, binary system

The evolution of the infrared spectra of the binary
mixture CO,/H> (30 bar/60 bar) with temperature is
elucidated in Figure 5. We emphasize that above the
critical point of CO», the binary mixture H,/CO> dis-
plays only one gas phase as previously reported in
thermodynamic studies on H,/CO; mixtures [24-26].
Interestingly, a barely detectable band at 4100 cm ™!
in neat Hy is clearly observed after adding CO; in
the cell at 40 °C. Then, its intensity decreases con-
tinuously as the temperature rises. This band is as-
signed to the vibrational stretching mode (vibron) of
H, interacting with surrounding CO, molecules and
the effect of CO; on this band has been discussed by
our group in a recent article [23]. As the intensity of
this band is related to “induced” effects, it is not pos-
sible to accurately calculate the concentration of Hy
in the mixture.

However, in order to determine the effect of H» on
the CO, concentration, we determined the evolution
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Figure 5. Infrared spectra of the binary system CO»,-H> at 90 bar from 40 °C to 220 °C.

of the concentration of CO, in the H»,-CO; binary ZZ | : <--0+-30 bar CO2
mixture and compared it with the concentration of 50 | : 60 bar CO2

neat CO; in the same thermodynamic range (from & | A zgig zj: ggi;‘:é

40 to 220 °C) at constant pressures of CO, (30 and ié 140 60/30 bar COY/H2

60 bar) as shown in Figure 6. The concentration glzo. 'z.

of CO, appears to decrease at 60 bar of H, (yellow € 100 | ‘

line in Figure 6), while at 30 bar (of Hy) negligible %0 h

effect is observed (grey line in Figure 6). When the 60 1 \

pressure of CO; is doubled from 30 to 60 bar while o o o — o " y T o

keeping the pressure of Hy at 30 bar results in a weak
decrease of the concentration of CO, in comparison
with neat CO, at low temperature (below 120 °C).
This effect could be attributed to the intermolecular
interactions between H, and CO, as evidenced by
“induced” effects on the vibrational stretching mode
of Hg.

3.3. H,O-CO,-H, ternary system

The binary system comprising CO, and H; is com-
pared to the ternary system where water is added
to the high-pressure cell at a given pressure of H,
and CO, (Figure 7). At temperatures below 150 °C,
concentration of CO; in the H/CO, binary mixture
is similar to that of the ternary mixture with wa-
ter. However, at temperatures above 150 °C, a sig-
nificant decrease in CO, concentration is observed

CO, concentration (mol L)

Figure 6. Temperature versus CO, concentra-
tion at constant pressure in neat CO and in the
CO,-rich phase of the binary system CO,-Ho.

in the CO,-rich phase of the ternary mixture when
compared to CO;-rich phase of the binary system
CO2-Hy.

To determine if the presence of Hy has a signifi-
cant effect on the solvation of water in the gas phase,
for a given ratio H,/CO, (see Figure 8), the evolu-
tion of water concentration according to the temper-
ature for the binary (HoO-CO;) system is compared
with the ternary system (H,O-CO,-Hy). First, the
increase of the CO, pressure from 30 bar to 60 bar
slightly increases the concentration of water (dotted
lines). For example, at a constant temperature of
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Figure 7. Temperature versus CO, concentra-
tion at constant pressure in the CO,-rich phase
of the binary (CO,-Hj) and ternary (H,O-CO,-
H>) systems.

20 -
———— =
200 T
—’——‘

180 4 7
= 160 1 o7 = <= = H20 30 bar CO2
8 e
2 z ) )
£ o Y H20 60 bar CO2

/

2 V4 H20 30/30 bar CO2/H2
5120
~ H20 60/30 bar CO2/H2

100 4

80

60 1)}

40

0 0.1 0.2 03 0.4 05 0.6

H,O concentration (mol 1)

Figure 8. Temperature versus H,O concentra-
tion at constant pressure in the CO;-rich phase
of the binary (H,O-CO) and ternary (H,O-
CO,-Hj) systems.

200 °C, the water concentration in the vapor phase is
0.36 mol-L™! and 0.41 mol-L™! for 30 bar and 60 bar
of CO,, respectively. When H; is added to the sys-
tem (full lines), negligible effect is seen when 30 bar
of CO mixes with 30 bar of H, (yellow line). How-
ever, in the system comprising 60 bar of CO,, the ad-
dition of 30 bar of H; leads to a slight decrease of the
solubility water in the CO, phase (orange lines) and
is similar to that measured with 30 bar of CO,. Thus,
the lower solubility of water in the CO, phase in the
presence of H, could be due to the lower CO, con-
centration in the CO; phase as shown for the binary
system CO,-H, (cf. Figure 7) as well as to the fact that
H, is a highly hydrophobic molecule that is expected
to limit the solubility of water in the CO, phase.

3.4. H,O-sorbitol-CO, ternary system

Figure 9 displays the infrared spectra of the gas phase
of a ternary system, an aqueous solution of 30 wt%
of sorbitol under CO; pressure. It is worth noting
that the evolution of the profiles is similar to that
observed when the temperature is increased in H,O-
CO, binary system (cf. Figure 2). This suggests that
sorbitol is not detected in the CO-rich phase (under
our detection limit of 1074-107° 8sorbitol/ §CO,) as we
have not observed any new peaks related to sorbitol
between 2900 cm™~! and 1100 cm™!.

The CO, concentration in the CO,-rich phase of
the HyO-sorbitol-CO, ternary mixture is compared
to that of the H»O-CO» binary system (Figure 10). No
significant difference in the CO, concentration was
seen at 30 or 60 bar of CO,. However, at a higher CO;
pressure of 120 bar, the concentration of CO, slightly
increases (green, full line) when sorbitol is added to
water. It can be inferred that the presence of sor-
bitol in water has no effect on the CO, concentration
in the gas phase at low CO; pressures and higher
pressure of 120 bar, sorbitol modifies the water—-CO,
equilibrium.

In order to assess the modification of the water—
CO; equilibrium due to the presence of sorbitol in the
aqueous phase, the evolution of the concentration of
water in the CO»-rich phase for the H,O-sorbitol-
CO, ternary mixture with temperature is observed
(see Figure 11) and compared with the results ob-
tained for the H;O-CO; binary system. As shown in
Figure 10, no effect is seen at CO, pressure < 60 bar,
as the concentration of water in the CO,-rich phase is
similar for the binary and ternary systems. However,
at CO; pressure of 120 bar, the water concentration
decreases from 0.3 mol-L~! to 0.24 mol-L™! at 160 °C.
Therefore, it can be inferred that sorbitol prevents the
solvation of water in the CO,-rich phase by “keeping”
water in the liquid phase and leads to a higher con-
centration of CO» in the CO,-rich phase.

3.5. H, O-sorbitol-CO,-H, quaternary system

Figure 12 shows the evolution of the infrared spectra
in the CO,-rich phase as a function of temperature of
the quaternary system comprising an aqueous solu-
tion of 30 wt% of sorbitol and the mixture of CO, and
H, gases. The “induced” peak of H, at 4150 cmLis
only observed at low temperatures. With increase in
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Figure 9. Infrared spectra of the CO;-rich phase of the ternary system H,O-sorbitol-CO, at 60 bar from

40 °Cto 220 °C.
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Figure 10. Temperature versus CO; concentra-
tion at constant pressure in the CO-rich phase
of the binary (H»O-CO>) and ternary (sorbitol-
H,0-CO,) systems.

temperature, the band of water increases and over-
laps H, while the bands of CO, decrease. As seen in
the ternary system (Figure 9), sorbitol is not detected
in the CO»-rich phase.

In Figure 13, the concentration of CO, in the CO»-
rich phase for the quaternary mixture is compared
with the ternary system H,O-CO,-H,. It appears
that at the pressure range investigated (corresponds
to conditions used for the catalytic reactions reported
previously [8,10]), the addition of sorbitol does not
have a significant effect on the CO, concentration in
the presence of H.
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Figure 11. Temperature versus H»O concen-
tration at constant pressure in the CO,-rich
phase of the binary (H,O-CO>) and the ternary
(sorbitol-H,0-CO3) systems.

By the same token, the quaternary system is com-
pared to the ternary system H,O-sorbitol-CO, to
study the effect of Hy on water concentration in the
CO,-rich phase (cf. Figure 14). Almost no effect is ob-
served, which is consistent with the results reported
in Figure 13.

Therefore, at the pressure and temperature range
investigated where two distinct water-rich and CO»-
rich phase are observed, the presence of sorbitol in
the water-rich phase and H; in the CO»-rich phase
have a limited impact on the mutual solubility of
water and CO5.
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Figure 12. Infrared spectra of the CO,-rich phase of the quaternary system H,O-sorbitol-CO,-H, at

90 bar at temperatures from 40 °C to 220 °C.
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Figure 13. Temperature versus CO, concentra-
tion at constant pressure in the CO;-rich phase
of the ternary (H,O-CO»-H) and quaternary
(H20-sorbitol-CO,-H>) systems.

4. Conclusion

The aim of this paper was to investigate, using in
situ infrared spectroscopy, the thermodynamic be-
havior of the H»O-sorbitol-CO,-H; system which is
involved in the one-pot catalytic reaction for hydro-
genation of glucose to sorbitol and the acid-catalyzed
dehydration of sorbitol by CO, [8,10]. Specifically,
our study focused on the gas phase of binary, ternary
and quaternary mixtures and selected vibrational
modes of CO, and H,O that have been analyzed in
order to determine the evolution of the H,O and CO,
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Figure 14. Temperature versus H,O concen-
tration at constant pressure and increasing
temperature in the CO,-rich phase of the
ternary (HO-sorbitol-CO,) and quaternary
(H2O-sorbitol-CO2-Hj) systems.

concentrations as a function of the temperature and
pressure.

At a given pressure of CO,, with increasing tem-
perature, the concentration of water in the gas phase
increases with a concomitant decrease of the CO,
concentration when compared with neat CO,. Ad-
dition of H, at a pressure of 30 bar to H,O/CO; bi-
nary system lowered the concentration of both CO,
and water in the gas phase. On the other hand, the
addition of sorbitol to water appears to prevent the
mutual solubility of CO, and water, an effect that is
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significant only at high CO pressure (120 bar) inves-
tigated in this study.

Finally, the purpose of these thermodynamic
measurements was to determine whether sorbitol,
present in the liquid water phase at high temper-
ature, could dissolve in the gas phase and reduce
the sugar concentration in water, thus affecting the
catalytic reactions mentioned earlier. However, an
inverse relationship was observed, where both sor-
bitol and Hj limited the water solubility in the gas
phase to some extent. Therefore, we confirm that
under our experimental conditions (T < 220 °C and
P < 120 bar), the ternary and quaternary mixtures
display two distinct phases, sorbitol/water-rich lig-
uid and CO,/H;-rich gas phase, both reactions of
hydrogenation and dehydration taking place in the
liquid phase.
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1. Introduction

The elucidation of reaction mechanisms is at the
heart of chemistry. A mechanism identifies a molec-
ular pathway involving a series of successive struc-
tures explaining the chemical reorganization caused
by areaction. Determining the mechanism, the order
in which the elementary changes occur, and which of
them causes the rate-limiting energy barrier is essen-
tial to guide the work of chemists to control reactiv-
ity and act on it, e.g., by catalyzing a reaction step.
Organic physical chemists have achieved remarkable

#Contributed equally

*Corresponding author

ISSN (electronic): 1878-1543

successes and determined the mechanisms of funda-
mental reactions such as nucleophilic substitutions
and Diels-Alder reactions [1-4]. This was obtained
via a combination of approaches, including for ex-
ample, linear free energy relationships, substituent
effects and isotopic effects on the rate constant [3,
4]. However, these experimental approaches provide
only an incomplete and often ambiguous description
of the mechanism. In addition, it is well appreci-
ated that reaction mechanisms as drawn in chem-
istry textbooks are largely idealized and that reac-
tions actually proceed along pathways which can sig-
nificantly deviate from these simplified representa-
tions. An in-depth determination of reaction mech-
anisms, taking into account path variability, would
therefore be desirable, but remains almost inacces-
sible experimentally.
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Numerical simulations appear as a perfectly
suited technique for the determination of reac-
tion mechanisms, since they naturally provide the
desired atomic resolution. However, simulations
face multiple challenges when it comes to modelling
chemical reactivity in condensed phases such as lig-
uids, solid/liquid and vapor/liquid interfaces, and
biochemical environments. We now describe four of
these challenges.

The first computational difficulty is that chemi-
cal reactions typically involve the breaking and mak-
ing of covalent bonds, which imply electronic struc-
ture rearrangements. The mechanical description of
molecular energies provided by classical force fields
with fixed bond patterns and fixed partial atomic
charges is therefore not adequate, and the electronic
structure should be determined along the reaction
pathway by solving (approximately) the electronic
Schrédinger equation at every step. Density func-
tional theory (DFT) is nowadays a method of choice
for chemists, since it offers an attractive balance be-
tween cost and accuracy [5].

However, a second difficulty arises from the large
size of the systems of interest. Studying chemical re-
activity typically requires very large molecular sys-
tems, since one should not only describe the reaction
partners, but also the surrounding solvent molecules
which impact the properties of the reagents. This im-
plies that systems of at least hundreds or thousands
of atoms should be included in the electronic struc-
ture calculation. While very good DFT functionals
can be used for small molecular systems (with a few
tens of atoms), larger systems induce very high com-
putational costs.

A third challenge is that reaction equilibrium con-
stants and reaction rate constants are governed by
differences in free energies, respectively between re-
actant and product and between reactant and tran-
sition state, and not by potential energies. At ambi-
ent temperature, the entropic contribution to these
free energies can thus be important, and determin-
ing these free energies requires an extensive sam-
pling of the configurational space. This therefore
imposes long (more than nanosecond-long) molecu-
lar dynamics simulations propagated with forces ob-
tained from DFT calculations. This implies that the
costly electronic structure calculations must be re-
peated millions of times. Pioneering studies using ab
initio (i.e., DFT-based) molecular dynamics [6] have

already provided valuable insight in a broad range of
chemical reaction mechanisms, showing the poten-
tial of this approach (see, e.g., Refs [7-12]). However,
they often face limitations in the system size and in
the trajectory length, and therefore in the precision
on the computed free energies. Systems of a few hun-
dreds of atoms simulated for a few hundreds of pi-
coseconds typically require millions of CPU hours on
a single computer (i.e., more than a hundred years)
and remain little practical despite the availability of
parallel computing architectures.

The accessible simulation times thus remain
much shorter than typical reaction times. It is there-
fore very unlikely that a trajectory initiated in the
reactant state will spontaneously cross the reaction
free energy barrier(s) to form the product during the
available simulation time. Elucidating the reaction
mechanism thus imposes to force the reactants to
move along the reaction coordinate. However, this
requires identifying the reaction coordinate and this
is a fourth challenge. While chemical intuition can
be used for simple reactions like acid/base proton
transfers, for complex mechanisms determining the
reaction coordinate is precisely what chemists try
to do and for which the assistance of simulations is
requested. Enhanced sampling methods have been
proposed to identify pathways on complex energy
surfaces [13-17], but they require extensive simula-
tions, and have so far been mostly used with classical
force field descriptions of the energies and forces
(e.g., for protein folding) and very little for chemical
reactions because of their prohibitive computational
cost.

Recent developments in machine learning now
provide a solution to all these challenges [18-20].
Among the many machine learning approaches that
have been applied to interatomic potentials, deep
neural networks have been particularly success-
ful [18-20]. In this paper, we describe how these
recent developments now allow training neural net-
works which provide the energies and forces tradi-
tionally obtained from an expensive resolution of the
Schrodinger equation, and how they can be com-
bined with enhanced sampling methods to deter-
mine the mechanisms of complex reactions in con-
densed phases. We introduce the structure of neural
network potentials in Section 2, then we describe
how they are trained in Section 3, and present appli-
cations to chemical reactions in Section 4. We finally
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offer some concluding remarks in Section 5. We em-
phasize that our goal is to provide a tutorial review
and we will often direct the reader to excellent, more
specialized reviews on the specific aspects that will
be discussed.

2. Neural network potentials

As described in the introduction, the first challenge
in performing molecular simulations of a reactive
system is to obtain the energies and forces. This can
be done either “on-the-fly” or a priori.

In Born-Oppenheimer ab initio molecular dy-
namics [9,21], the Schrddinger equation is solved
“on-the-fly” for the valence electrons at a given elec-
tronic structure level (typically DFT) to obtain the
forces on the ions (formed by the nuclei and core
electrons) in a given configuration and to propagate
the trajectory to the next step. One advantage is that
forces are only determined for configurations which
are visited by the trajectory. However, a limitation is
that forces must be evaluated at every step of the sim-
ulation, and the resulting computational cost has so
far limited the size of the systems and the length of
the trajectories. Reactive extensions of classical force
fields [22,23] have also been used: because they are
parametrized to describe some pre-defined chemi-
cal reaction, they do not require expensive electronic
structure calculations. While these approaches have
been successful for some combustion reactions and
enzymatic reactions, they remain less accurate than
ab initio approaches and can exhibit parameteriza-
tion biases.

Another approach for the calculation of forces and
energies relies on the a priori calculation and fitting
of the potential energy surface (PES) on which the
system is evolving. While this approach has been
successfully used for gas phase reactions and spec-
troscopy [24], it was for some time limited to small
systems, due to the complexity of fitting a highly mul-
tidimensional PES. However, the idea of fitting the
PES of a molecular system around a reduced num-
ber of configurations of known energy (computed at
the given reference level of theory) to gain access
to entire regions of the PES with a reduced compu-
tational cost but comparable accuracy has known a
growing interest for several decades [18,25-28]. The
mapping of atomic configurations to the PES was ini-
tially performed through analytical functions [24,25],

but this approach was limited to low dimensional-
ity problems. Modern machine learning (ML) tech-
niques are ideal tools to perform these mappings
in more complex situations, and have been used
since the early 2000s in the context of computational
chemistry [18,27]. Two very successful ML tools
to fit high-dimensional PES of molecular systems
in the condensed phase are kernel-based regression
methods (including, e.g., (symmetric) Gradient Do-
main ML [29,30] and Gaussian Approximation Po-
tentials [31]) and neural network (NN) based meth-
ods [18,28,32-35]. The advantages and limitations
of each family of methods have been discussed in
great detail in excellent reviews [19,36]. Very briefly,
the choice of a given method typically depends on
the systems and objectives of the study. Kernel-
based regression methods present a series of advan-
tages: they tend to outperform NN-based methods in
the low-data regime and the lower architecture com-
plexity makes them more easily interpretable (no-
ticeably, Gaussian Approximation Potentials [31] are
able to provide analytical uncertainties on predicted
quantities). However, NN-based methods are gener-
ally more efficient in the high-data regime and tend
to present higher prediction efficiencies and scaling
with, e.g., system size and number of chemical ele-
ments.

Here we focus on the applications of NN-based
techniques to chemical reactivity in the condensed
phase. Several approaches have been proposed, in-
cluding, e.g., the SchNet architecture [34], ANI [37],
and the DeepPot-SE scheme [20,32,33]. Most of them
rely on the High-Dimensional NN (HDNN) concept
introduced by Behler and Parrinello [18]. HDNN
provides an elegant solution to one of the main dif-
ficulties in mapping the nuclear configurations of
atoms to the PES with NN. In earlier implementa-
tions, because many of the PES symmetries (e.g.,
invariance upon translation, rotation, permutation
of identical atomic species) were not directly en-
coded in the usual representations of configurations
via Cartesian or internal coordinates, these invari-
ances had to be learned directly by the NN [26]
which limited their accuracy and scalability with sys-
tem size. In HDNN, the total energy of the sys-
tem is decomposed into atomic contributions E =
Y icatoms Ei, which are predicted by a single NN per
atomic species. This decomposition makes the en-
ergy invariant upon permutation of the coordinates
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Figure 1. Schematic representation of a NNP workflow to map the atomic configurations of a system to
the PES. In a given configuration, a local environment matrix is defined for every atom %': the latter
contains the chemical element and the positions in the atomic frame of reference of every neighboring
atoms within a given cutoff distance. These local environments are transformed (either manually or
through the use of embedding NN) into descriptor vectors 2, which preserve the invariances of the PES.
These descriptors are then transformed into atomic energies E; by fitting NN (one per type of atomic
species), which yield the configuration energy E({7;}) after summation. This energy can be analytically
differentiated to obtain the atomic forces F; needed to propagate MD. The prediction error on both of
these quantities is used to adjust the parameters of the fitting (and, if needed, those of the embedding)

network during backpropagation.

of identical atomic species and provides a NN poten-
tial (NNP) model (the set of NN for each individual
species) that can in principle be used to study sys-
tems with an arbitrary number of atoms. The other
invariances of the PES can then be either learned di-
rectly from the nuclear positions (generally in the lo-
cal frames of reference of every atom) in what are
sometimes called end-to-end NNPs [33], or encoded
in human-designed descriptors of the atomic con-
figurations including, e.g., symmetry functions [38].
This total energy decomposition assumes that the
atomic energy depends only the atomic environment
within a finite range, but long-range effects impor-
tant for, e.g., electrostatics can be considered sepa-
rately and we will return to this point at the end of this
section. The general workflow of a NNP for the pre-
diction of molecular energies and forces is presented
in Figure 1.

In the following, we focus on the implementa-
tion of end-to-end NNPs provided in the Deep Po-
tential - Smooth Edition (DeepPot-SE) model [33],
within the DeePMD-kit package [20,32]. This choice
is motivated by the successful applications of this
approach to chemical reactions recently obtained in
our group [39-41] and because it presents a good

trade-off between prediction accuracy and compu-
tational efficiency [42]. However our discussion
remains general since our conclusions could have
been obtained with other families of end-to-end
NNPs. This model has been presented in detail else-
where [20,33], and here we only summarize its most
important features, some of which are shared with
other NNP families. The philosophy of the DeepPot-
SE scheme is to limit human intervention as much as
possible in the construction of the PES model. The
complex relation between the local atomic environ-
ment and the energy is therefore learned through
intermediary embedding NNs that map the coordi-
nates of the system onto non-linear descriptors, pro-
duced as the output layer of the embedding NN.
These descriptors are then provided as inputs to the
fitting NNs that predict the atomic energies (see Fig-
ure 1). In order to minimize the amount of in-
formation that needs to be learned by the NNPs,
the descriptors of every atom are usually built by
the embedding NNs from the positions of the other
atoms within its local frame of reference (which is
already a translationally invariant representation).
Furthermore, because the energy of a given atom is
mostly determined by its local environment, only the
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coordinates of atoms within a given cutoff distance
(typically 6 A) are used as input of the embedding NN.
While this is an approximation to which we will re-
turn, this has the key advantage of limiting the com-
putational cost and ensuring that the model can be
used for systems of arbitrarily large sizes.

The parameters of both NNs (called weights and
biases) are simultaneously optimized during the
training process: this consists in the minimization
of the following loss function L defined as the sum of
mean square errors (MSE) of the NNP predictions on
several target quantities:

PE , 2, Pr 2
L ) = —AE“+— AF; 1
(pe,Pp) =75 3N;| il @)

N is the number of atoms in the system and AE?
and |AF;|? are the MSE on the energy and on the
atomic forces. An additional term involving the sys-
tem virial can be introduced in the loss function, and
is typically employed for solid state systems. Since
in practice it has little impact for reactive models in
the liquid phase we remove it here for clarity rea-
sons. The prefactors pg and py determine the rela-
tive importance of each target quantity; they are cho-
sen by the user and typically evolve during the min-
imization procedure following the adaptive learn-
ing rate [43]. During this minimization, the MSE
are computed from the differences between the tar-
get quantity predicted by the NNP and the refer-
ence value for a random subsample of configura-
tions (often called a batch) and the weights and bi-
ases of both NNs are modified by backpropagation.
The atomic forces are computed by differentiation of
the predicted total energy with respect to the atomic
coordinates, which imposes that this quantity vary
smoothly enough to always be differentiable. This
is enforced in the Smooth-Edition scheme by apply-
ing weighting functions (e.g., cosine [32] or polyno-
mial [20] functions) to the radial components of the
local atomic coordinates that are used to build the
descriptors in the embedding step.

In practice, despite the end-to-end philosophy of
the DeepPot-SE scheme, many hyperparameters of
the model need to be chosen by the user. These
include, e.g., the number of layers and neurons of
both NN, the prefactors of the target quantities in the
loss function, the batch size, and the total number
of training iterations. Systematic grid search proce-
dures can be used to determine these hyperparame-

ters. However, this can require large amounts of val-
idation data. Fortunately, the NNPs performances
have been found to remain robust over a reasonable
range of these hyperparameters. This implies that it
is often possible to use similar sets of hyperparame-
ters for training NNPs on different chemical systems.

We quickly present typical sets of hyperparame-
ters that we have successfully used in our group to
train NNPs for reactive systems in the liquid phase.
For the NN architectures, three hidden layers of some
tens of neurons for the embedding network and
four hidden layers of some hundreds of neurons for
the fitting network are enough to yield NNPs of the
same quality as that obtained with larger architec-
tures which induce larger computational costs. For
the prefactors of the loss function components, we
have found that using a much larger prefactor for the
atomic forces than for the energies at the beginning
of the training procedure typically yields NNPs that
are more stable during the MD simulations. We typ-
ically employ py and pg prefactors that range from
approximately 1000 and 0.01 respectively at the be-
ginning of the training procedure to 1 and 0.1-1 at
the end. The total number of training iterations can
be set between some hundreds of thousands to some
millions depending on the training set size (the num-
ber of reference configurations used for the training)
and batch sizes below 5 all give comparable NNPs.
Finally, the learning rate used for the parameter op-
timization is adapted during the training procedure
and we have found that limiting values of 1x 1073 and
1 x 1078 at the beginning and at the end of the train-
ing procedure give satisfactory results.

As described above, the DeepPot-SE scheme cor-
responds to what are sometimes called “second gen-
eration” NNPs [36], which currently are the most
commonly used NNPs to study reactivity in the liq-
uid phase. The main limitation of this NNP gener-
ation is the absence of explicit long-range effects in
the construction of the descriptors, which can lead
to unphysical behaviors in situations where these ef-
fects can significantly affect the energy of a configu-
ration (most noticeably at interfaces in the presence
of charges). However, we stress that long-range in-
teractions are present in the reference energies and
forces used for the training, and are therefore de-
scribed in a mean-field manner. Adding configura-
tions with long-range interactions to the training set
can be enough to correctly reproduce the physics of
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such systems, as these long-range effects can be in-
directly learned by the NNs [44]. Long-range effects
can also be explicitly included in the NNP description
of the system in what are called “third generation”
NNPs [36] (which have been implemented with the
DeepPot-SE model in the DeePMD-kit package [45]).
However, these have so far had limited applications
to realistic reactive systems and we will therefore fo-
cus on examples of applications of the “second gen-
eration” DeepPot-SE models.

3. Training set construction

Neural network potentials exhibit high accuracy in
predicting energies and forces for configurations
closely resembling those in their training set. How-
ever, deviations from these trained configurations
lead to a rapid deterioration in the prediction ac-
curacy of the neural network model—a challenge
known as generalization performance [43]. The care-
ful selection of configurations to be included in the
training set is therefore critical in determining the
quality of the NNP. This section outlines system-
atic approaches aimed at enhancing the accuracy of
NNP for structures encountered in chemical reac-
tions, with a specific focus on active learning proce-
dures that iteratively refine NNP accuracy.
Identifying and generating relevant chemical
structures for the training set is a formidable task,
due to the overwhelming dimensionality of the
chemical space. Several approaches can be followed.
The first one is that adopted by several on-going
efforts to generate general-purpose NNPs aimed at
providing a universal force-field [37]. The training
sets of these NNPs are typically parts of existing
very large structure datasets of realistic synthesiz-
able molecules. One such example is the publicly
available GDB-11 dataset [46], which contains all
molecules made of up to 11 atoms of carbon, nitro-
gen, oxygen or fluorine and includes 26.4 million dis-
tinct structures. However, this approach is not prac-
tical for reactivity in condensed phase for two main
reasons. The first one is that solvent arrangements
need to be included in the configurations, which con-
siderably increases the possibilities to be considered.
Different strategies have been proposed to overcome
this limitation and generalize NNPs trained on small
systems to be transferable to larger molecular sys-
tems, including the condensed phase [47-49]. For

example, in the same fashion as hybrid QM/MM
techniques, hybrid NNP and molecular mechanics
(NNP/MM) simulations are being developed to treat
a solute by machine learning models while the sol-
vent is described with a classical force-field [50,51].
However, these setups cannot easily describe reac-
tions that involve solvent molecules. The second
very important difficulty arises because the study of
chemical reactivity requires to include high-energy
transition-state geometries, which are not present in
databases of stable structures.

Simulating chemical reactions in condensed
phases therefore requires the specific training of
the NNP on configurations that are representative
of the region of phase space explored during the re-
action. The training set should contain all kinds of
structures that will be encountered during the reac-
tive simulations, including typical configurations of
the reactants, transition states and products, but also
intermediate structures visited along the reaction
coordinate.

The a priori identification of all relevant configu-
rations to be included in the training set, e.g., from an
ab initio MD simulation, is usually not possible. One
therefore uses an iterative approach to progressively
enrich the training set and systematically improve its
prediction accuracy. Such an approach was for ex-
ample implemented in the deep potential generator
(DP-GEN) [52].

We now describe this active learning strategy com-
bined with a query by committee [53] estimation of
the NNP quality. As described in Figure 2A, one starts
from a small training set including configurations
that are representative of limited regions of the phase
space, typically stable reactant configurations easily
sampled in short DFT-based MD simulations. A few
hundreds of configurations with energies and forces
at a selected reference level of theory (DFT with a hy-
brid functional, for example) typically constitutes a
valid initial training set. Here it is important to se-
lect uncorrelated structures in order to maximize the
amount of information present in the dataset. Based
on this initial set of configurations, a first approxi-
mate NNP can be trained.

The next step is to discriminate between configu-
rations whose forces and energies are properly pre-
dicted by the NNP and configurations which are un-
known and poorly described. Contrasting the NNP
prediction with reference DFT calculations would be
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Figure 2. Concurrent learning scheme. (A) Iterative exploration of the phase space until convergence.
The relevant region of phase space for the chemical reaction of interest is in dark gray. The black lines
represent schematically a free energy surface. The part of configurational space known to the NNPs at
each iteration is in green, the intermediate region that provides new structures to be added to the training
setis inyellow. The red area corresponds to regions where the NNPs extrapolate significantly but that may
be accessible during the exploration phase. (B) Training set construction algorithm. (C) NNPs committee
evaluation test. The number of candidates, i.e. configurations selected to be labeled and added to the
training set, decreases over iterations. A threshold value can be decided as an interruption criterion.
(D) Correlation between the NNP predictions and the reference calculations, for example for energies or
forces. (E) Schematic representation of a learning curve where the error on the training set and the test
set are represented as a function of the number of data used for training.

extremely expensive. One therefore uses the query
by committee approach [53] to estimate the qual-
ity of the prediction provided by the NNP. Several
distinct NNPs are trained on the same training set
but initialized with different random parameters. Af-
ter training, their predictions all converge to a sim-
ilar answer in regions where they are properly opti-
mized, but significantly differ for configurations far
from these in the training set. This deviation be-
tween NN predictions is therefore exploited to iden-
tify which configurations are already known by the
NNP model and which ones are unknown and should
be added to the training set. In our studies, three
or more NNP models are typically trained on the
same training set at each step of the iterative training
procedure.

An additional advantage of this concurrent learn-
ing approach is that it greatly mitigates the risk of in-
stabilities recently found [42] for models trained with
different approaches and for which the average val-
ues of different observables (including, e.g., radial
distribution functions) fluctuate unphysically during
the molecular dynamics trajectory. The iterative na-
ture of the training set construction, guided by col-
lective variables based on chemical knowledge, en-
sures that the chemical space accessible to the sys-
tem is sampled systematically, which greatly reduces
the risks of encountering configurations leading to
instabilities during production. Furthermore, moni-
toring the deviation between the committee of NNPs
during the molecular dynamics trajectory allows an
“on-the-fly” detection of these instabilities, which
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might not be directly detectable from the model per-
formance over a possibly incomplete test set.

At each iteration of the active learning, the en-
semble of NNPs is then used to propagate short MD
trajectories. The goal is to explore the phase space
around the region of the training set, in order to
identify configurations where the NNP prediction is
poor and which should thus be added to the train-
ing set. The maximal deviation on the atomic forces
computed by all models serves as a proxy to mea-
sure whether the configurations are already known or
should be added to the training set to improve it. MD
configurations that are very similar to a subset of the
training set will exhibit a low maximal deviation on
forces, typically of the order (or below) of 0.1 eV-A~1.
Frames containing new structures will be associated
to a large maximal deviation on forces. New configu-
rations to be added to the training set are usually se-
lected at the border between the region already in-
cluded in the training set (Figure 2A, green region)
and the unknown (see Figure 2A, yellow region). This
corresponds to intermediate values of maximal devi-
ation on forces, typically between 0.1 and 0.8 eV-A~!.
In this region, the NNP model is not accurate but it
does not completely fail or break. In the red area
of Figure 2A, the committee of NNPs gives a very
large maximal deviation. This corresponds to con-
figurations that, although accessed during the ex-
ploration phase, might be highly non-physical and
where the NNPs cannot be trusted at all. The new
structures with intermediate deviations, called can-
didates, are usually sub-sampled to ensure a proper
decorrelation, before being labeled at the same refer-
ence level as the training set and added to it. The im-
proved dataset is used for training new NNP models
for the next iteration of the procedure (Figure 2B). As
illustrated schematically in Figure 2A, each iteration
pushes further the limits of the region of configura-
tional space that is properly described by the NNP.

A key feature of the training set is that it should
cover all the structures to be visited during the sub-
sequent simulations. For chemical reactions, this im-
plies that unbiased MD simulations during the active
learning iterations are not adequate. Typical barri-
ers between the reactant and product basins are sig-
nificantly larger than the thermal energy kg T, where
kg is the Boltzmann constant and T the temperature,
and the transition state region will not be explored
spontaneously. The active learning explorations are

therefore performed with enhanced sampling tech-
niques, including, e.g., metadynamics [13], on-the-
fly probability enhanced sampling (OPES) [17] or
umbrella sampling [54], or at elevated temperatures
to enhance the sampling. The choice of the en-
hanced sampling technique—and of the relevant col-
lective variables when applicable—is crucial for an
efficient exploration step for cases where the free en-
ergy landscape features larger than thermal energy
barriers. In addition, if the NNP is developed for
path integral MD (PIMD) [55,56] simulations for an
explicit description of nuclear quantum effects, the
training set should include typical configurations of
the path integral beads, since such simulations eval-
uate the forces on the beads. Alternatively, nuclear
quantum effects can also be learned directly in the
framework of machine-learned centroid molecular
dynamics schemes [57].

The iterative enrichment of the training set is
stopped when the quality of the NNP is considered to
have converged. The number of configurations that
are retained to be labeled and added to the training
set after an exploration phase is a good indicator of
the convergence. If less than a user-specified num-
ber of structures are pointed out by the committee of
neural networks, then it can be assumed to be con-
verged (Figure 2C). A converged concurrent learning
process can generate thousands or tens of thousands
configurations for the training set, depending on the
chemical complexity of the system.

One should then validate the quality of the NNP.
There is no absolute condition to assess the reliability
of the optimized NNP but a collection of metrics that
confirm the quality of the model is usually deemed
satisfactory [58]. The NNP validation is assessed on
an independent test set of configurations. The latter
includes configurations sampled within the region of
configurational space of interest and whose energies
and forces are labeled at the reference level of theory.
This validation set is a separate dataset that is not in-
cluded in the training set. The NNPs are used to pre-
dict energy and forces of the configurations in the test
set and the predictions are compared with the ref-
erence values (Figure 2D). The correlation is consid-
ered to be acceptable when the average prediction er-
rors on forces are typically below 0.1 eV-A~!. This is
complemented by the analysis of the learning curve,
which represents a measure of the relative error, e.g.,
the root-mean squared NNP error on the energy or
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on the forces divided by the standard deviation of
the reference data, both on the training set and on
the independent test set as a function of the size of
the training set used (Figure 2E). For small training
sets, prediction errors are typically much lower on
known configurations (included in the training set)
than on unknown ones (such as those in test sets),
which is known as overfitting [36]. This difference of
performance usually results from an imbalance be-
tween the model complexity (featuring too many op-
timizable parameters) and the amount of informa-
tion present in the training set. It can thus be mon-
itored while the training set size increases by com-
paring the prediction errors over the training set and
over an independent test set. As the amount and di-
versity of data included in the training set increase,
the gap between the prediction errors on training and
test sets should decrease (see Figure 2E). This is typi-
cally referred to as a decrease in overfitting or, equiv-
alently, an improvement of the generalization perfor-
mance of the model.

Practically, the concurrent learning procedure de-
picted in Figure 2B is performed via a combina-
tion of software: one to train the NNP, for example
DeePMD-kit [32], a MD engine interfaced with the
NNP software to propagate MD simulations, which
can be LAMMPS [59] for classical nuclei MD simula-
tions or i-PI [60] for PIMD, optionally coupled with
PLUMED [61] for enhanced sampling, and an elec-
tronic structure code for energy and forces calcu-
lation at the chosen reference level of theory, e.g.,
CP2K [62]. A series of scripts are needed to prepare
the files and extract the configurations to be added
to the training set. For some simple applications,
this procedure has been implemented in the DP-GEN
software [63]. For more complex reactions which
require, e.g., several enhanced sampling techniques
or the explicit consideration of nuclear quantum ef-
fects, we have developed our own suite of scripts
(https://github.com/arcann-chem/).

4. Applications of NNP for reactivity

4.1. Brief overview of recent applications

The application of NNPs to chemical reactivity in
solution and in materials is expanding extremely
rapidly. For example, they have been successfully
used to study proton transfer reactions, including

water self-dissociation in the bulk [64] and at the
air-water interface [40] and proton transport in
porous materials [65]. NNPs have also been applied
to heterogeneous catalysis reactions, including water
dissociation on TiO, surfaces [66-69] and ammonia
decomposition [70]. They have been used to investi-
gate the mechanisms of chemical reactions, such as
Diels—Alder cycloadditions [71], prebiotic amino acid
synthesis [72], urea decomposition [73], and different
reactions relevant to atmospheric chemistry [74,75].
They have even been extended to the very complex
reaction schemes involved in combustion [76,77].
While we cannot provide a comprehensive review of
these applications, in the following we illustrate the
capabilities and limitations of this method for a num-
ber of reactions that have been studied in our group.

4.2. Application to a simple reaction

We first describe how NNPs have been applied to
study the dissociation of formic acid in water and
at the air-water interface [39]. Extensive experimen-
tal and simulation studies had concluded that sim-
ple acids including formic acid experience a change
in their acidity between the bulk solution and the
air-water interface. This question attracted an im-
portant interest because of the major implications
for the description of chemical reactions at the sur-
face of atmospheric aerosols. However, both exper-
iments and simulations led to contrasted results, re-
porting both acidity enhancement and reduction for
the same acid, depending on the technique being
used.

For simulation studies, the challenge is twofold.
First, the simulations have to be able to describe the
dissociation reaction, so that DFT-based molecular
dynamics simulations would be typically used. Sec-
ond, in order for the comparison between the acid-
ity in the bulk and at the surface to be conclusive,
the uncertainties on the acid dissociation free ener-
gies should be much smaller than the difference be-
tween the dissociation free energies in the bulk and at
the water-interface. This requires the careful conver-
gence of these calculations, and therefore long sim-
ulations. However, the computational cost of DFT-
based simulations typically imposes strong limita-
tions on the trajectory length, and thus on the pre-
cision of the calculated free energy difference.
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Figure 3. Formic acid dissociation free energy
profile in the bulk (blue) and at the air-water
interface (red) along the hydrogen coordina-
tion number around the acidic oxygen atom of
formic acid [39].

We therefore trained a NNP to describe the dis-
sociation of formic acid both in the bulk and at the
air-water interface, at the BLYP-D3 level of theory.
The training set was constructed iteratively as de-
scribed above and includes both bulk and interface
environments, and configurations at different stages
of the dissociation reaction. Here the reaction mech-
anism is known and can be described with a simple
reaction coordinate, that we chose to be the hydro-
gen coordination number around the acidic oxygen
atom of formic acid, which decreases from 1 in the
acidic form to 0 in the conjugate base formate ion.
Biased sampling along this coordinate was used to
generate training set configurations. We note that
while the NNP does not include long-range interac-
tions because of its short-range cutoff, long-range in-
teractions are accounted for in the reference ener-
gies and forces calculated for the training set con-
figurations, so that long-range interactions between
charged species for example are described by the
NNP in a mean-field manner.

Typical dissociation reaction free energy profiles
are shown in Figure 3 in the bulk and at the air-water
interface. The thickness of each curve reports the
95% confidence interval on the free energy, which
shows the excellent convergence provided by our
long simulations. These calculations could unam-
biguously reveal that formic acid dissociation is less

favorable at the air-water interface than in the bulk,
in agreement with vibrational sum frequency gen-
eration spectroscopy and with X-ray photoemission
spectroscopy [39]. We could then use these dis-
sociation free energy profiles as the starting point
of a model to predict the dissociation free energy
based on the respective solvation free energies of
the reaction partners (formic acid and water reac-
tants, formate ion and hydronium products). This
approach was also extended to the dissociation of
the strong inorganic nitric acid in the bulk and at the
interface [39]. In a subsequent study, we followed
a similar approach to study the self-dissociation of
water which governs the pH of neat water, and we
showed how it is affected at the air—water interface,
and how this determines the pH of small aqueous
aerosols [40].

4.3. Application to a more complex reaction

While the aforementioned examples highlight the
potential of NNPs to study chemical reactivity in
the bulk and at interfaces, the cases described so
far involve simple single-step reactions, with a well-
defined reaction coordinate. However, many reac-
tions of interest are far more complex. They can in-
volve multiple intermediates and transition states, a
series of concerted or sequential steps, and several
competing pathways leading to the same or to dif-
ferent products. Well-known examples of such im-
portant but complex reactions are the Wittig reac-
tion, the aldol condensation, and the Michael ad-
dition, for which changing the conditions can lead
to different products, and the SyAr reactions and
amine protection—deprotection reactions which in-
volve multiple steps [78].

The importance of the proper identification of the
reaction coordinate is illustrated by the model free
energy surface in Figure 4A. For the reaction trans-
forming the reactant A into the product B, two tran-
sition states TS; and TS, are revealed when the free
energy surface is represented along the two collective
variables (CV1 and CV2). However, if the CV2 coordi-
nate is ignored, these two pathways cannot be dis-
tinguished and the two transition states will appear
as a single saddle point in the one-dimensional pro-
file along CV1 (Figure 4B). If the two transition state
structures have different entropic properties, they
will be affected differently by temperature, changing



Axel Gomez et al. 87

Cv2

B 12
— TS:
g 10
28 : ;{? 84
o NGT
24 ¢ 3°
= :C_,) 41
—20 Y o]
¥ s
e ~ 01
16 > 0.0 0.2 0.4 0.6 0.8 10
12 9 Reaction coordinate (s)
B (]
c C
g W X(n)
e
CU '
s 8 ;
X (o)
1]

Figure 4. (A) Model free energy surface along CV1 and CV2. The gray square represents the two minima
(A and B). The two minimum free energy profiles are represented with black and white solid lines. The
two transition states are represented by a black triangle and a white square. The path ensembles are
represented by the blue and green lines. (B) Free energy profiles of the same model free energy surface
represented along the s reaction coordinate for both the blue and green paths and along CV1 when CV2
is not considered explicitly (dashes). (C) Scheme of a shooting move in Transition Path Sampling, with
the initial path (solid gray line), the shooting point (purple circle), the new path (dashes for the forward
time propagation and dots for the backward time propagation).

the relative importance of the two pathways, and this
could not be understood by considering the profile
along CV1 only. In addition, a proper sampling of the
two transition state structures is likely difficult if the
CV2 coordinate is not considered explicitly.

A number of methods have been proposed to
identify reaction pathways on complex energy sur-
faces. When a very limited number of coordinates
is to be considered, traditional multidimensional free
energy surface calculations using umbrella sampling
or metadynamics can be used, and the pathway can
be determined a posteriori. When a larger num-
ber of coordinates is involved, these methods be-
come impractical because of the necessary compu-
tational effort, and other methods which do not re-
quire computing the full dimensional free energy hy-
persurface have been proposed. An attractive ap-
proach is provided by the adaptive string method
(ASM) [79] which focuses on the minimal free energy
path (MFP) and determines the free energy surface
only in the vicinity of the reaction path. Based on
the string method [80], this method considers a string

that spans from A to B. This string is then optimized
iteratively, moving on the free energy surface towards
the MFP. When convergence is reached, the string
is then used to identify the path collective variables
(parallel s and transverse z) [81] corresponding to the
MFP, to determine the reaction pathway, and to cal-
culate the free energy profile with the reaction transi-
tion states and intermediates. While this method can
consider a large number of collective variables (typ-
ically from 2 to 10), it remains critical for the qual-
ity of the final result to include all relevant coordi-
nates. Considering the model surface in Figure 4A,
both CV1 and CV2 should be considered to identify
the two pathways, and a string defined with CV1 but
not CV2 would probably only identify the blue reac-
tion path.

It is therefore interesting to consider other meth-
ods which do not require any a priori selection of
coordinates in the generation of reaction pathways.
One such very popular method is transition path
sampling (TPS) [14,15,82-84]. TPS only requires a
set of conditions that define the starting state A and
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the ending state B, together with one pathway con-
necting A and B. The latter does not need to be the
minimum free energy path, and it is typically gener-
ated by high temperature or biased simulations. Us-
ing a Monte Carlo approach, TPS then iteratively gen-
erates the statistical ensemble of pathways connect-
ing A and B. TPS is described in detail in excellent re-
views [14,15,84,85] and we only summarize its sim-
plest form. The initial path (X?) is discretized in L
snapshots, x;, with 0 < i < L. One snapshot xio) is se-
lected, and a shooting move is performed by propa-
gating a new trajectory forward and backward in time
from this snapshot. One considers if this new tra-
jectory connects A and B, and it is accepted accord-
ing to a Metropolis criterion. One then performs an-
other iteration, selecting a snapshot either from the
new path (X") if it has been accepted or from the
old path (X (0)) if it has been rejected, until an ad-
equate number of decorrelated paths are obtained.
TPS has been further extended to more complex sit-
uations [85-89]. TPS therefore provides the ensem-
ble of reaction pathways, with the important advan-
tage that they are generated from unbiased trajec-
tories and thus with the true dynamics. The transi-
tion path ensemble can then be a posterioriprojected
on a selection of collective variables (CVs) to identify
the most relevant ones and define a simplified reac-
tion coordinate (but this choice does not affect the
transition path generation). It can further be used
for a committor analysis, to identify the transition
state location, and the ensemble of pathways can be
used to determine the free energy profile [90]. We
note that other related techniques including transi-
tion interface sampling [91,92] and forward flux sam-
pling [93,94] are also available to explore the free en-
ergy landscape (see, e.g., the review in [95]).

TPS has been extensively used for biophysical
phenomena occurring on rough free energy surfaces,
including protein folding, but it remains a computa-
tionally demanding technique due to the very large
number of trajectories required. While TPS has been
successfully applied to some chemical reactions [96—
98], the cost of propagating these many trajectories
with a description that accounts for chemical reac-
tions, i.e., typically DFT-based MD, has so far hin-
dered its broad application to reactivity.

Combining TPS and NNP therefore provides a
promising approach to explore chemical reactivity in
complex systems. In the following, we describe a

study performed in the group [41] where we used the
TPS implementation of OpenPathSampling [99,100]
together with the OpenMM [51] MD engine inter-
faced with DeePMD-kit [20,32] and the biased sam-
pling tools provided by PLUMED ([61].

We present the application of this method to study
the formation of a peptide bond. The condensation
of an amine and a carboxylic acid to yield an amide is
a key step in the formation of polypeptides, since the
latter are polymers of amino acids linked together by
peptide bonds. In addition, amide formation is one
of the most common reactions in organic synthesis.
In bulk aqueous solution, this reaction is extremely
unfavorable. In living organisms, it is catalyzed by
enzymes and in organic synthesis it is typically per-
formed after activating the reactants, for example by
replacing the carboxylic acid with an acyl chloride or
an acyl anhydride. Understanding the mechanism of
this reaction is therefore of great interest for organic
synthesis, but also in the context of prebiotic chem-
istry.

The reaction involves several rearrangements: the
formation of the C-N bond, the breaking of the C-
O bond, and at least two proton transfers (see Fig-
ure 5). The sequence of these steps is not clear, and
it has been a subject of debate since a mechanism
(see Figure 5A) was proposed by Jencks in the late
sixties [101,102]. The mechanism is considered to
start with the formation of the C-N bond, yielding
a tetrahedral species (T*) which has been proposed
as either a long-lived intermediate or a short-lived
transient structure [101-104], followed by the cleav-
age of the C-O bond. Numerous theoretical studies
have been published on this reaction, using a vari-
ety of methods ranging from gas-phase DFT calcula-
tions to QM/MM simulations, in order to investigate
the mechanism and the role of the solvent [103-108].

We first describe the training of the NNP. Follow-
ing the active learning approach described above,
we have constructed our training set iteratively, with
reference energy and force calculations performed
at the DFT-GGA level of theory (BLYP-D3). The fi-
nal training set contains an ensemble of approx-
imately 75,000 diverse configurations encompass-
ing reactants, products, intermediates, and transi-
tion states, all solvated in a cubic box with 300 wa-
ter molecules [41]. These reactive structures were
sampled via enhanced sampling using multiple col-
lective variables to describe the reaction, including
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Figure 5. (A) The amide formation mechanism proposed by Jencks for the aminolysis of acetate ester
(with the nucleophilic amine in olive and the leaving group in violet). (B) The two pathways for peptide
bond formation identified in our calculations: the general-base catalysis mechanism similar to Jencks’
proposal (path 1) and mechanism with no acid-base catalysis which is the most favorable one in pH-
neutral conditions (path 2). The same color code is used for the reacting groups as in (A). (C) Transition
path ensemble probability obtained from our TPS results for the peptide bond formation as a function
of three CVs, respectively the Ad = dco — dcn difference of bond lengths, and the Con hydrogen
coordination numbers around O and N where the path 1 is represented in blue and path 2 in green.
(D) Free energy profiles for the two pathways obtained by umbrella sampling along the path collective
variable of each mechanism, represented with the same color code as in (C).
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Ad = dco — dcn, the difference in the lengths of the
forming C-N bond (dcy) and of the breaking C-O
bond (dco), and AC = Cy — Cp, the difference in co-
ordination numbers between the nucleophilic amine
nitrogen and the leaving group oxygen with any hy-
drogen atom, which are “chemically intuitive” vari-
ables. Several additional collective variables, such as
the protonation states of the solvent, were also used
to ensure an even training of the NNP on all mecha-
nisms proposed in the literature.

After the NNP was trained, TPS was used to gen-
erate the transition path ensemble and to determine
the reaction pathway, without any variable-induced
bias. The ensemble of reactive trajectories consists of
more than 50,000 trajectories, for a total of =0.5 ps.
These trajectories were then projected along several
CVs to visualize the most probable “reaction tubes”.
The results in Figure 5C revealed two very distinct
pathways [41]. The relevant CVs were the difference
between the formed and cleaved bond lengths Ad,
the Cy labile hydrogen coordination of the nucle-
ophilic nitrogen (of the attacking amine) and the Co
labile hydrogen coordination of the oxygen of the es-
ter. We subsequently constructed a path-collective
variable based on these four coordinates (dcn, dco,
Cn and Cp) for each of the two paths, and we deter-
mined the free energy profile along each pathway us-
ing umbrella sampling (Figure 5D).

The first mechanism (Path 1, Figure 5B) starts with
the nucleophilic attack of the amine, forming a tran-
sient tetrahedral species (T*), followed by the trans-
fer of a proton from the amine to the solvent, thereby
forming the transition state (T~) and H3O*. The suc-
cession of these two steps is the rate-limiting step
of this mechanism. The reaction then evolves bar-
rierlessly with the departure of the leaving group
and its subsequent protonation by H30™, leading to
the formation of the products. This general base-
catalyzed mechanism resembles the mechanism pre-
viously proposed by Jencks [101,102], with the no-
table difference that both tetrahedral species T* and
T~ are not long-lived intermediates. However, our
calculations revealed that it is not the most favorable
under neutral pH conditions.

The second mechanism (Path 2, Figure 5B), pre-
viously unreported, was found to be the most favor-
able at neutral pH, as seen in the free energy pro-
file along the reaction coordinate (Figure 5D). It does
not involve any acid or base catalysis. The rate-

limiting step only involves the nucleophilic attack of
the amine, followed by the departure of the leaving
group forming the transition state P*, with a strong
ionic pair character. This is followed by proton re-
arrangements, which occur without any barrier. The
overall free energy barrier is consistent with experi-
mental rate constants for similar uncatalyzed amino
acid condensations [109].

The presence of these two competing mecha-
nisms provides an explanation to the experimen-
tal Kinetic Isotope Effects (KIE) measurements [110]
conducted in different pH conditions. Previous pro-
posals had suggested that the mechanism does not
change with pH but that the two successive barriers
(before and after the proposed long-lived tetrahedral
intermediate) are affected differently by pH. In con-
trast, our calculations show that two separate single-
step mechanisms co-exist and that pH affects their
barriers differently: the mechanism without acid-
base catalysis via P* is favored at moderately ba-
sic pH while the base-catalyzed mechanism via T~
is expected to be increasingly favored as pH is in-
creased [41]. These results therefore show that com-
bining NNP and TPS can provide a powerful method
to explore reaction mechanisms.

5. Concluding remarks

In this tutorial review, we have presented a brief
overview of the significant potential offered by
neural-network potentials in simulating chemical
reactions in the condensed phase. We have de-
scribed their training process and their combina-
tion with enhanced sampling techniques, such as
transition path sampling, to investigate complex
reaction mechanisms. This field is growing ex-
tremely rapidly. On-going developments include
the advancement of next-generation NNPs includ-
ing long-range interactions for example for an im-
proved description of electrostatics [36], the imple-
mentation of A-learning to facilitate the training and
increase the range of accessible accuracies [111],
embedding schemes combining ML potentials with
classical molecular mechanics (MM) force fields
for mixed ML/MM methods [112] equivalent to
hybrid quantum mechanics/molecular mechanics
(QM/MM) schemes, the combination of NNPs with
neural networks to learn observables relevant for
molecular spectroscopy [113], and the application of
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deep learning to identify relevant reaction coordi-
nates [114-116].
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1. Introduction considering large particles in a solvent), or Soret ef-

fect [1-3]. In order to explain such experimental ob-
When subjected to an inhomogeneous spatial tem-  servations, that can be quantified with a wide range
perature distribution, a liquid mixture’s local com- of techniques [4], a typical phenomenological ap-

position usually becomes temperature- (and thus  proach consists of considering a particle current that
space-) dependent. This phenomenon is known as is proportional to the concentration and to the tem-
thermodiffusion, thermophoresis (especially when  perature gradient (through a factor known as “ther-

mal diffusion coefficient”) and which adds up with

. ) the regular Fickian diffusion current, proportional
Corresponding author

ISSN (electronic): 1878-1543 https://comptes-rendus.academie-sciences.fr/chimie/


https://doi.org/10.5802/crchim.283
https://orcid.org/0009-0008-4870-7431
https://orcid.org/0000-0003-0517-5144
https://orcid.org/0000-0002-5631-5699
mailto:araujorocha@ibpc.fr
mailto:diazmarquez@ibpc.fr
mailto:guillaume.stirnemann@ens.psl.eu
https://comptes-rendus.academie-sciences.fr/chimie/

96 Mario Araujo-Rocha et al.

(through the regular diffusion coefficient) to the con-
centration gradient [2]. At steady state, the absence
of net fluxes results in an exponentially distributed
concentration of particles as a function of tempera-
ture, which is consistent with the experimental mea-
surements. The temperature dependence of the con-
centration is called the Soret coefficient, and it corre-
sponds to the ratio of thermal and regular diffusion
coefficients. This phenomenon is observed for many
different systems, across many lengthscales, and the
present contribution will exclusively discuss and fo-
cus on molecular-size diffusing objects.

These considerations remain purely phenomeno-
logical. A vast body of experimental and compu-
tational work has attempted to go beyond this pic-
ture and characterise the molecular determinants
of thermodiffusion (see, e.g., [2]). While being an
“old” problem, this remains a partly open ques-
tion and a timely topic, with very recent work test-
ing phenomenological thermodynamic models using
molecular dynamics simulations of Lennard-Jones
particles [5-7].

It is now widely accepted that the Soret coefficient
can be decomposed as a sum of a purely chemical
component (which depends on the interatomic in-
teractions between the components of the mixture),
a mass-dependent component, sensitive to the dif-
ference in masses between the mixture particles, and
a component sensitive to the difference in the mo-
ments of inertia [2,8,9]. This decomposition was ex-
tensively studied through molecular simulations of
hard-spheres and Lennard-Jones binary fluids [7].
Very recent work completed this picture by highlight-
ing the effect of the mass dipole [10] (i.e., the first
moment of the mass distribution in the molecules).
If we take the example of aqueous mixtures, the so-
called chemical component has been related to the
hydrophobic/hydrophilic nature of the solutes, in
particular, to the strength of their hydrogen-bond in-
teractions with water [3,11,12].

Although interesting, making such connections
does not really provide an underlying molecular pic-
ture of the phenomenon. At the turn of the 20th cen-
tury, Einstein’s work paved the way for a molecular
understanding of single particle diffusion [13]. The
diffusion coefficient was thus connected to the mean
square displacement of molecules, as well as to the
atomistic details of the diffusing particle (e.g., its ra-
dius) and of the diffusing medium (e.g., its viscosity).

As opposed to regular diffusion, a major challenge is
that thermophoresis is, in essence, a phenomenon
out of thermodynamic equilibrium, which consider-
ably limits the theoretical framework and tools that
can be used. While many attempts have been made
for thermodiffusion [2,3,14-19] there is currently no
“universal”, widely-accepted theoretical model that is
able to quantitatively connect the Soret coefficient or
the thermal diffusion coeflicient to the structural and
thermodynamical characteristics of the mixture, es-
pecially for molecular-size solutes. We note however
that models that contain at least some empirical or
phenomenological ingredients were shown to corre-
late well with the thermophoretic behavior of hard-
spheres and Lennard-Jones particles [7], although
some limitations were also pointed out [5].

Despite these practical limitations, several ap-
pealing models have been proposed that rely on
equilibrium considerations to explain the steady-
state of a liquid system under a thermal gradient.
For example, Eastman derived the following equation
(written here with modern notations) for a particle
immersed in a fluid [14]:

1 dG

- 1
kgT dT 0

T
where G is the free energy of the particle in the solu-
tion. This idea was later reinforced by a number of ex-
perimental results from the Braun group on colloidal
suspensions [16,20,21] that were shown to agree with
such models, which therefore assume local equilibria
along the temperature gradient. In other words, the
particles in a solution would, therefore, tend to ac-
cumulate in the regions where the system can mini-
mize its free energy; that is, it follows the gradient of
solvation free energy. The validity of such a picture
has often been questioned, and it was shown that its
applicability could depend on the lengthscale of the
system considered [19].

Another interesting theory relates the Soret coef-
ficient of particle 2 in a solution with 1 to the differ-
ences in the activation energy for single-particle dif-
fusion E, of the two particle types 1 and 2 in the mix-
ture [17]:

5, - EamEh
RT?

In other words, the molecules with the highest ac-
tivation energies for diffusion would tend to accumu-
late in the cold regions (positive Soret coefficients).

2
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This equation echoes a phenomenological expres-
sion where the diffusion activation energy is replaced
by the heat of transport of the species in the mixture.
It is important to note that there seems to be a sign
typo in the original publication [17], the final equa-
tion (7.9 in the original article) not being consistent
with the discussion in the text.

Measuring the single-particle diffusion of molec-
ular systems or their solvation free energy is not
straightforward in the experiments; the validity of
these models has often been discussed based on
some measured correlations, for example, with the
solute surface area [16,20], or based on theoreti-
cal arguments only [14]. For example, one obvi-
ous limitation of these models is that their ingre-
dients are mass-independent, i.e. they cannot ex-
plain, without further corrections, the mass depen-
dence of the Soret coefficient. In order to test these
models more thoroughly, we used molecular dynam-
ics in explicit solvent, replicating experimental ther-
mophoretic settings and equilibrium conditions. We
used two types of solutions, starting from binary mix-
tures of Lennard-Jones (L]) particles as well as aque-
ous solutions. We focused on the dilute regime (from
the perspective of the solute).

We show that these equilibrium models are not
adequate. There is no obvious correlation between
the Soret coefficient and the solvation free energy
of the dilute particle or the difference between its
activation energy for diffusion and that of the sol-
vent. These models fail to reproduce qualitatively
the measured trend, and their predictions are some-
times off by one order of magnitude. We finish by
discussing some interesting correlations between the
Soret coefficient in these mixtures, which suggest
that, for very different systems ranging from the bi-
nary LJ solutions to several aqueous mixtures and
for a wide range of molecular masses that can be
artificially tuned in the simulation, the Soret coeffi-
cient is directly correlated to the relative difference
between the amplitude of the solute motion at short
timescales and that of the solvent.

2. Methods
2.1. Systems

The simulations of the LJ binary mixtures consid-
ered Argon-like particles [22], with the solvent being

described with € = 0.2381 kcal/mol, o = 3.405 A
and m = 39.94 u. Solute particles were identical
and only differed in their € values and sometimes
their mass. The reference temperature was thus T =
€lkg = 119.8 K, with a corresponding 7* =1 in re-
duced units. As detailed below, simulations were
typically performed at reduced temperatures ranging
from T* =0.9to 1.1 (107.82 to 131.78 K) and reduced
pressure P* = 0.8 (33.52 MPa). We have thoroughly
checked that the system remains in a liquid phase in
these conditions.

The all-atom molecular simulations of the binary
mixtures were performed at temperatures ranging
from T = 300 K to 360 K and a pressure of 1 bar.
The force field parameter models for trimethylamine
N-oxide (TMAO) [23,24], urea [25], methanol [26],
glucose [27] and water [28] were extracted directly
from the available literature which fulfill the work-
ing temperature and pressure conditions in aqueous
solutions.

Solvent particles were randomly integrated into
the simulation box through the utilization of the
Packmol package [29]. Simultaneously, the so-
lute particles were uniformly inserted along the z-
direction of the thermal gradient, leading to an initial
configuration characterized by a flat concentration
profile. The Coulombic cut-off was 8.5 A and the L]
cut-off was 9 A, with particle-particle particle-mesh
(PPPM) [30] solver for the long-range electrostatic
forces, in the case of dilute aqueous solutions. The
particles were randomly generated using LAMMPS
software version 07-Aug-19’s [31] internal random
atom generator for the LJ systems. The cut-off for
non-bonded interactions was set to 2.50 (9.534 A) for
the LJ systems. Timesteps were 1 fs in all cases.

2.2. Thermophoretic simulations

All simulations under a thermal gradient were per-
formed following a protocol described before [32],
with 12 steps from preparation to production, using
the LAMMPS software version 07-Aug-19 [31] with
the eHex algorithm to generate a temperature gradi-
ent [33]. These include some energy minimizations,
equilibration steps in successive thermodynamic en-
sembles, activation of a heat exchange algorithm [33]
and a subsequent equilibration of the temperature
and concentration gradients, and finally a produc-
tion stage.
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For the L] mixtures, we started with boxes of
7.650 x7.650 x 500, containing 2048 atoms of the sol-
vent and 80 atoms of the solute. The same afore-
mentioned protocol [32] was performed on these sys-
tems, adapting the lengths of each step to their re-
duced time equivalents. The thermal gradient was
attained by applying the eHex algorithm of heat ex-
change [33] in two 40-long slabs over the z-axis; ki-
netic energy was removed from the atoms present in
the region between z = 10.50 and 14.50 and applied
to the atoms present in the region between z = 35.50
and 39.50. A scheme of the system and of the tem-
perature gradient is shown in Figure 1.

The thermophoretic simulations of the molecular
binary mixtures started with boxes with 25 A length
along the x and y axes and 50 A along z. They con-
tain 1024 molecules of water and 40 molecules of the
solute. The resulting systems are identical, in terms
of construction, to the L] mixtures shown in Figure 1.
The thermostatted regions are positioned along the
z-axis at 12.5 A and 27.5 A with a thickness of 4 A, cre-
ating two symmetrically located regions of 25 A.

The exchanged heat flux in the eHex algorithm
was set such that the generated temperature differ-
ences between the cold and hot slab were 60 K for the
aqueous solutions (Q = 0.0375 kcal-mol~!-fs~!) and
0.2 reduced temperature-unit (23.96 K) for the LJ sys-
tems (Q = 5€/T, or 0.00054 kcal-mol~!-fs71).

All presented error bars for the Soret coefficient
are calculated from the standard deviation of mul-
tiple simulations with different starting configura-
tions.

2.3. Free energy perturbation

We first detail the hydration free energy calculations
for the solute molecules in dilute aqueous solutions.
The simulation process involved employing cubic
simulation boxes of 33.15 A-side, filled with solvent
molecules inserted randomly without spatial con-
straints. The system was minimized, the velocities
were set to correspond to the target median temper-
ature followed by an isobaric-isothermal NPT equili-
bration of 200 ps at 100 kPa. The decoupling process
involved progressively reducing Coulombic and LJ
interactions over 40 steps using soft-core potentials
by introducing a tunable parameter (A). These simu-
lations were performed without an induced temper-
ature gradient.

Simulations were executed using both the
LAMMPS software version 07-Aug-19 [31], with
its FEP package, and the GROMACS package ver-
sion 2019.4 [34] to validate the results. LAMMPS
simulations were performed at 8.5 A Coulombic
cutoff, 9 A LJ cutoff and using the particle-particle
particle-mesh (PPPM) solver for long-range elec-
trostatic forces. The damping parameters for the
Nose-Hoover [35,36] barostat and thermostat are
Pgamp = 1 ps and Tgamp = 0.1 ps respectively, with
3 Nose-Hoover chains and the velocity Verlet algo-
rithm. Then, Coulombic interactions were switched
off (Acoul) over 20 steps (dAcou = —0.05). Once the
Coulombic term was completely decoupled, the LJ
potential was decoupled in the same way over the re-
maining windows. During this process, intermolec-
ular non-bonded interactions were also affected, so
another decoupling simulation was performed in the
gas phase, and the desolvation free-energy was ob-
tained as a difference between these two processes.

GROMACS simulations were performed at 9 A
Coulombic cutoff, 9 A 1J cutoff and the particle-
mesh Ewald (PME) solver [37]. The damping param-
eters for the Parrinello-Rahman [38] barostat and the
Nose-Hoover thermostat at 2 ps, and the barostat
compressibility were set at 4.46 x 107 bar™!, using
the leap-frog integrator and 1 Nose-Hoover chain.
The Coulombic and LJ interactions were decoupled
over 14 steps. First, the Coulombic interactions were
switched off (Acou) over 4 steps (0Acou = —0.25).
Once the Coulombic term was completely decou-
pled, the LJ potential was decoupled, where (Arj) de-
creased over 10 steps (OAr; = —0.1).

For GROMACS simulations, the Alchemical Analy-
sis tool was employed [39], capable of handling vari-
ous free-energy methods, including BAR (Bennet ac-
ceptance ratio, [40]), MBAR (Multistate Bennett ac-
ceptance ratio, [41]) and TI (thermodynamic integra-
tion [42]), while LAMMPS simulations utilized a sep-
arate tool within the FEP package [43], with our own
adaptations made to facilitate compatibility with the
Alchemical Analysis tool.

For the LJ binary mixtures, the analyses of free
energy perturbation method were done using the
FEP-package on the LAMMPS software version 07-
Aug-19 [31]. As in the molecular mixtures, the sys-
tem was initially minimized, then the velocities were
then set to the target temperatures. This was fol-
lowed by a NPT equilibration step of 1000 reduced
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dT

Figure 1. Schematic representation of a thermophoretic simulation (here, for LJ binary mixture). Cold
and hot regions are shown in blue and red, respectively. They are positioned at one-fourth and three-
fourths of the simulation box along its long z axis so as to generate the temperature gradient “d7” twice,
thanks to periodic boundary conditions. This in turn generates a concentration gradient “dC;” of solute

particles (magenta) in the solvent (blue particles).

time units (2.180 ns) with T* = 1.0 and P* = 0.8.
The damping parameters for the Nose-Hoover baro-
stat and thermostat were P;amp = Tgamp =1 re-
duced unit time. The LJ potential in this method
is modified by a soft core to avoid singularities
while annihilating atoms [44]. The simulations were
performed with a L] cutoff (r;) of 2.50 (9.534 A).
Contrary to the method used for the molecular mix-
tures, there was no need of two decoupling steps, as
there were no Coulombic interactions. The LJ po-
tential was decoupled through the factor Ar; in 20
steps (0Ary = —0.05). As in the aqueous solution sys-
tems, these simulations were performed without an
induced temperature gradient. In both the aqueous
solution systems and the LJ systems, the presented
error bars for the desolvation energies are calculated
from the standard deviation of multiple simulations
with different starting configurations.

2.4. Mean square displacement calculations

A cubic box (33.15 A-side) was considered for the
molecular binary mixtures. The equilibration part
is replicated from thermophoretic simulations [32],
which are steps 1 to 8, in order to obtain a system
in the microcanonical NVE ensemble with a volume
and total energy corresponding to the averages in the
NPT ensemble, such that the average pressure and
temperature matched the targets of the chosen ther-
modynamic conditions. The diffusion coefficients
were determined by measuring the mean squared

displacements (MSD) of the centers of mass for the
solute and the solvent molecules/particles at the me-
dian temperature of 330 K. An equivalent protocol
was followed for the LJ binary mixtures, with a start-
ing simulation cubic box of size 250, at their me-
dian temperature of T* = 1.0. As it is well estab-
lished [45], the diffusion coefficient is expected to
be slightly box size-dependent because of periodic
boundary effects. However, assuming that the dif-
fusion coefficient of these molecular species can be
described by the Debye-Stokes-Einstein model, the
size correction is temperature-independent [45], and
therefore, the activation energy for diffusion is ex-
pected to be size-independent. For the determina-
tion of error bars, we used 5 replicas of 5 ns each, an-
alyzed by blocks of 1 ns.

3. Results and discussions
3.1. Determination of Soret coefficients

We first study the thermophoretic behaviour of di-
lute aqueous solutions and of dilute L] binary mix-
tures. In both cases, we systematically vary the so-
lute nature and/or interaction parameters in order
to simulate a range of different chemical properties
for the solutes while keeping the solvent nature in-
tact. Because these two types of solutions obviously
have very different phase diagrams, we adapted the
reference temperature, density and temperature gra-
dients to remain in the liquid phase.
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In silico thermophoretic settings were modelled as
detailed in the Methods section. In short, we used
a heat exchange algorithm [33] in the microcanon-
ical ensemble, which pumps kinetic energy in one
portion of the simulation box (which becomes colder
than the average) and injects it in another region,
which becomes the hot section of the system (Fig-
ure 1). In between, a temperature gradient is gen-
erated. The affected regions are chosen such that
the gradient is unidirectional along one axis of the
system (typically chosen as the z axis). In general,
the temperature-gradient is established after a short
equilibration timescale on the order of a few tens
of picoseconds for the investigated systems [32]. A
subsequent and much longer equilibration time [32]
is then required to establish the concentration gra-
dient, and only then is data acquired to determine
the Soret coefficient. As shown previously, these
timescales correspond to those of the heat and mass
transport dynamics, respectively [32]. Simulations
were replicated several times (typically 10 or more)
in order to determine converged values and statisti-
cal uncertainties.

The Soret coefficient is determined after fitting the
concentration profile with the following expression:

—dngC‘ =-Sr ®)
As shown before, under the conditions employed
here, the log-scale plot of the solute concentration
(defined here as its molality) is typically linear out-
side the thermostatted regions [32].

In Table 1, we show the values of the simulated
Soret coefficients for several dilute aqueous solutions
and binary L] mixtures. The values are typically on
the order of 1073-1072 K~!. Although Soret coeffi-
cients are most often measured for polymer or hy-
drocarbon mixtures [8,46-48] or large colloidal parti-
cles [16,20,21,49], there are a few experimental mea-
surements for aqueous solutions, including urea [11,
12] and ethanol [50-53] (which is expected to be very
close in behavior to methanol) that suggest that the
Soret coeflicient of the solute in these mixtures is in-
deed close to the values found here. Similar observa-
tions can be made for LJ mixtures [15,54]. This com-
parison thus validates our approach and we thereby
consider the simulated values as the reference that
will now use to test several theoretical models.

Table 1. Molecular masses and Soret coeffi-
cients of molecular and L] solutes

Solute M (gmol™!) S7 (1073 K1)
Methanol 32.0 1.5+£0.7
Urea 60.1 44+£0.7
TMAO 75.1 5.0+0.9
Glucose 180.2 31+£1.1
LJ Spheres (e = 0.5) 39.9 -7.6+0.7
LJ Spheres (e = 1.5) 39.9 75+29

Data for molecular solutes is reported at the me-
dian simulation temperature of 330 K in water,
while that for LJ solutes is in a binary mixture of
LJ particles with solvent particles of the same size
and withe=1at T* =1.0.

3.2. Solvation free energy

In order to determine the solvation free energy at
several different temperatures, we used standard ap-
proaches based on the progressive decoupling of the
interactions between the target molecule and its en-
vironment. Simulations were performed by different
simulation codes. For the aqueous solution simula-
tions, as a natural choice, we first used the same soft-
ware that was employed for thermophoretic simula-
tions, but we also complemented our study with sim-
ulations performed with Gromacs [34]. For each ap-
proach, we compared three different algorithms in
order to estimate the free energy cost associated with
the process: TI, BAR and MBAR. Further details on
these can be found in the Methods section.

We first take the example of a dilute aqueous so-
lution of TMAO to compare the results from these
different approaches (Figure 2A). Even when using
the same raw data from the simulations, we notice
that different algorithms give slightly different val-
ues, but the employed simulation codes give consis-
tently similar answers. All these variations are typi-
cally within error bars, and lies within 0.4 kcal/mol
from each other at 300 K and less than 1 kcal/mol
at 330 and 360 K. Noticeably, they all quantitatively
agree for the observed trend upon increasing tem-
perature, with a =2 kcal/mol increase in the solvation
free energy.

A second important step is to verify that our sim-
ulations agree with previous simulations and ex-
perimental data when available. Because we were
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Figure 2. Solvation free energy approach. (A) Desolvation free energy of TMAO as a function of temper-
ature in the dilute aqueous solution. Two different programs, as well as different algorithms, are com-
pared. (B) Desolvation free energy of methanol in the dilute aqueous solution as a function of tempera-
ture, comparing results from this work (yellow) to those of previous ones (green and red, using two dif-
ferent forcefields) as well as the experimental estimate (black line). (C) Desolvation free energy for the
solute particles as a function of temperature for the binary LJ mixtures. (D) Comparison between the di-
rect estimate of the Soret coefficient in the investigated dilute solutions (vertical axis) and the predictions

from the free energy model (horizontal axis).

lacking such data for TMAO, we do this compari-
son for methanol, using the LAAMPS code as the
reference method (Figure 2B). Our simulations are
in excellent agreement with previous simulation re-
sults using the OPLS force field for methanol [55],
and are smaller in absolute value than the experi-
mental values [56] (by about 0.5 kcal/mol). However,
a very good agreement with experimental data was
reported using a specifically reparametrized force
field [55]. Despite these small differences, a critical
aspect is that the experimental temperature depen-
dence is very well reproduced by the previous simu-
lations and the current ones. This provides a further
validation of our approach.

We now turn to the determination of the temper-
ature dependence of the solvation free energy for

a variety of solutes. Figure 2C shows the tempera-
ture dependence for LJ solutes as a function of tem-
perature. In addition to TMAO and methanol, we
also performed simulations on aqueous solutions of
urea. Overall, we notice that the solvation free en-
ergy becomes favorable as temperature increases,
i.e., the solvation entropy is negative. In aqueous so-
lutions, this is typically what is observed in the exper-
iments [56] and in previous simulation work [57-59],
as there is an entropic cost to create a cavity accom-
modating the solute, and also a reduced entropy due
to sometimes strong interactions between the water
molecules and some of the solute chemical groups
(for example, H-bond acceptors).

The positive slope of the free energy as tem-
perature increases is thus compatible with the
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thermophobic nature of these solutes; however, test-
ing Equation (1) reveals that the amplitude of these
variations with temperature (Figure 2D) would lead
to Soret coeflicients at least one order of magnitude
higher to what is measured in the thermophoretic
simulations. We do not observe strong variations of
the results by changing the algorithm used to esti-
mate the free energies, and similar results are ob-
tained for a range of solutes. In addition, we checked
that performing the simulations with two different
programs gave the same qualitative answer. There-
fore, such a model does not seem appropriate to
explain thermodiffusion and the value of the Soret
coefficient.

3.3. Temperature dependence of single-particle
diffusion

We then examine, for the same solutions, the temper-
ature dependence of the translational single-particle
diffusion coefficient of both the solute and the sol-
vent particles or molecules. As done for the solva-
tion free energy calculations, we simulated the dif-
ferent systems under equilibrium conditions at sev-
eral temperatures (see Methods). Diffusion coeffi-
cients were obtained from mean square displace-
ment calculations. Their temperature dependence
was very Arrhenius-like, enabling the determination
of the corresponding activation energies to test the
Equation (2) model.

Starting with the aqueous solutions, we find that
the activation energy for the solute diffusion is gener-
ally higher than that of water. As typical solutes dis-
play positive Soret coeflicients, i.e., they accumulate
in the cold regions: this is consistent with the original
idea of Prigogine’s work that a higher activation en-
ergy for diffusion would imply that molecules would
be more easily trapped in the cold regions [17]. For
the investigated solutes, the differences in the diffu-
sion activation energy with the solvent are on the or-
der of RT, which gives rise to the right orders of mag-
nitude for Sy. However, as evidenced in Figure 3,
we fail to find any correlation between the magni-
tude of the difference between the activation ener-
gies for the diffusion of the solute and of the solvent
and the Soret coefficient, and Equation (2) therefore
does not appear to be valid for these solutions. Us-
ing the same methodology, we reach similar con-
clusions for the investigated LJ dilute mixtures (Fig-
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Figure 3. Activation energy for diffusion ap-
proach from Equation (2). Comparison be-
tween the direct estimate of the Soret coeffi-
cient in the investigated dilute solutions at T =
330 K (molecular solutes) and T* =1 (L] solu-
tions) (vertical axis) and the predictions from
the activation energy for diffusion model (hori-
zontal axis).

ure 3), albeit in obviously very different temperature
conditions.

As suggested before, Prigogine’s model is not
able to explain the effects of mass on thermophore-
sis [18]. In particular, diffusion coefficients of a di-
lute particle in a given solvent are in principle mass-
independent (note, however, that changing the sol-
vent’s mass could alter the solvent’s viscosity and
thus the diffusion coefficients of both the solute and
the solvent). However, observations made from ex-
perimental and simulation measurements suggest
that the mass-dependencies of thermophoresis fol-
low phenomenological relationships in which one
component of the Soret coefficient is proportional
to the relative mass difference between the com-
ponents of the binary mixtures [2]. The asymme-
try between a change of mass in the solvent and
a change of mass in the solute from the perspec-
tive of the diffusion coefficient (the first one hav-
ing a small effect, the later one no effect) is a first
hint that the Prigogine model would not be able to
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explain the phenomenological mass-dependencies.
Moreover, the variations of the diffusion coefficient
temperature-dependence are too small to match the
large effects of mass found before.

In order to account for the mass dependencies, a
correction to the original Progogine model has been
suggested and tested on binary LJ mixtures [18]. The
Soret coefficient of particle 2 in a mixture with 1 was
written as [18]:

Ei—E;+M2—M1E,21+E}1 @

RT? M'+ M? RT?
(we note that Prigogine’s original expression seems
to be written with the wrong sign, but was taken
as such when the derivation of this expression was
made, we also corrected their expression when writ-
ing it here). This model was again tested for our solu-
tions and largely overestimated the measured Soret
coefficients. Indeed, for molecular solutes that are
typically several times the mass of a water molecule,
the mass correction simply becomes the sum of the
activation energies divided by RT2. However, since
the activation energies for diffusion are often sev-
eral times the thermal energy, the correction typically
amounts to several times 1/T, whereas St is on the
order of 1/T for the dilute molecular solutes studied
here.

Sr=

3.4. Correlation with short-term molecular mo-
tion

As we failed to quantitatively explain the Soret co-
efficients in dilute L] mixtures and aqueous solu-
tions with some of the previous theoretical equilib-
rium models, we tried to investigate possible corre-
lations between St and other equilibrium observ-
ables at a given temperature. Keeping in mind Pri-
gogine’s conceptual ideas, i.e., that an imbalance in
the temperature dependence of the molecular mo-
tion of molecules/particles would explain the onset
of a concentration gradient, but seeking for quanti-
ties that would depend on mass, we focused on the
initial regime of the molecular motion. For exam-
ple, we looked at the average root mean squared dis-
placement at a time interval corresponding to the on-
set of the diffusive regime after the initial ballistic
region. In order to generate more data points, we
(artificially) varied the solute masses and repeated
the simulations for several solutes. As seen in Fig-
ure 4A, St is inversely correlated to the amplitude of

this motion, with molecules faster molecules associ-
ated with a lower S value.

By taking a different perspective, we can also look
at the average time it takes for a molecule to travel
a certain distance. Because this picture probably
makes more sense for particles of similar sizes, we
performed these measurements on simulations of bi-
nary LJ mixtures for which we systematically varied
the masses and the interaction energies of the solute
particles. As shown in Figure 4B, we again find a clear
correlation between St and the timescale of a short-
range initial motion covering 1o. Interestingly, the
crossover between positive and negative St values
quantitatively agrees with the timescale of this initial
motion being slower or faster as compared to that of
the solvent particles. While a correlation does notim-
ply that two quantities are directly connected to each
other, we found that these observations, made here
for very different types of dilute solutions, are en-
couraging and would deserve future investigations.

4. Conclusions

In this work, we investigate the validity of some of
the models that have been proposed to explain ther-
mophoresis based on equilibrium considerations,
working here exclusively on dilute binary mixtures
(where the dilute particle is considered as a solute
and the concentrated one as the solvent). The first
of these models is based on an idea first put forward
by Eastman in the 1940s [14], and which has gained
considerable attention in the last 15 years thanks to
important results from the Braun group [16,20,21].
Based on experimental measurements on small col-
loidal particles, it has been suggested that the Soret
coefficient could be explained in terms of the tem-
perature dependence of the solute’s solvation free en-
ergy. The second investigated model connects the
Soret coefficient to the temperature dependence of
the diffusion coefficients of the solute and of the sol-
vent molecules and was originally suggested by Pri-
gogine [17], with some later refinements [18].

We use molecular dynamics to compute both
non-equilibrium properties (such as thermodiffu-
sion) and equilibrium ones (such as translational dy-
namics and solvation free energies) and to compare
them. As already shown in our own work on dilute
aqueous solutions [32], as well as in previous con-
tributions focusing on LJ particles mixtures [15,54],
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Figure 4. Correlation between the measured Soret coefficients for the investigated systems (varying both
the chemical nature and the relative mass differences of the solute particles/molecules) and the short-
term motion, seen from two different perspectives. (A) Correlation between St at a median temperature
of 330 K with the mean square displacement of the solute at 330 K after 170 fs (corresponding to a change
in sign in the second derivative of the MSD, indicative of a change of regime, that was observed to be
almost system-independent for the dilute aqueous solutions shown here). Data for “water” solutes in
water, with masses corresponding to 0.5, 1.5, 2.0, 4.0 and 8.0 times that of a regular water mass; for other
solutes (except glucose, where the only data point corresponds to its natural mass): mass of a water
molecule, regular mass, or 4 times the regular mass. (B) Soret coefficient at a median temperature of
T* = 1.0 vs the typical time to move by 10 at the same temperature. These values were obtained through
the MSD measurement of simulations as described in Section 2.4, tested over three values of € for the

solute (0.5, 1.0 and 1.5) and eight values of solute mass (0.33, 0.5, 0.75, 1.00, 2.00, 4.00, 6.00 and 8.00).

we first demonstrate how out-of-equilibrium simula-
tions with an active heat exchange scheme can gen-
erate temperature gradients in molecular dynamics
systems, which, in turn, leads to the establishment
of concentration-gradients whose amplitude is com-
patible with experimental measurements.

We then run and analyse molecular dynamics tra-
jectories on the same systems but in equilibrium
conditions. By using different software and algo-
rithms, we show that we can obtain reliable and con-
verged estimates of the solute solvation free ener-
gies, and we examine their temperature dependence.
Both for the aqueous solutions as well as for the LJ
mixtures, we find that these cannot explain the Soret
coefficients and that the Eastman model is not valid
for the investigated molecular systems and predicts
values that are one order of magnitude different from
the steady-state measurements in non-equilibrium
simulations. We cannot rule out that it would be
correct for different systems, but we unambiguously
show that this is not the case here. The same conclu-
sions apply to Progogine’s model and its variant to in-
clude mass dependencies. We find that the Soret co-

efficient does not correlate with the imbalance in the
activation energy for diffusion between solute and
solvent molecules.

These conclusions could have perhaps been ex-
pected. Experiments as well as simulations have ev-
idenced the critical mass effects on the amplitude of
the concentration gradient [2]. However, free energy
considerations, as well as single-particle diffusion
properties, are in principle mass-independent. A
decomposition of the Soret coeflicient into different
terms corresponding to the intrinsic so-called chem-
ical contribution, mass contribution, moment of
inertia component, or, as recently discussed, a mass
dipole contribution, is an interesting phenomeno-
logical perspective but lacks theoretical grounds;
hence, a model encompassing all these effects at
once is still lacking. We finish our discussion with
some interesting correlations we found between the
asymmetry of the short-term motion of solvent and
solute molecules and the amplitude of the Soret
coefficient in these solutions, which we believe
would deserve further investigations as they cover a
wide range of chemistry and masses in very different
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solutions. In particular, the effect of different molec-
ular chemistries on water dynamical properties and
H-bond exchange kinetics [60-63] could maybe be
related to the thermal transport properties of the
molecular solutes in aqueous solutions.
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1. Introduction drophobic. This allows them to encapsulate guests

and consequently form stable inclusion complexes
Cyclodextrins (CDs) are cyclic oligosaccharides via noncovalent interactions. .The three nati\{e CDs,
obtained from the enzymatic degradation of  *CD, B'CI_) and V'Cl? have six, seven and eight D-
starch [1]. Their three-dimensional structure forms  8lucose units, respectively. They consequently pos-
a truncated-cone-shape due to the chair confor- sess different cavity sizes allowing the encapsulation
mation of glucose residues. The external surface of ~ Of @ wide range of guest molecules of various struc-

the torus is hydrophilic and the central cavity is hy- tures. The attractive features of CDs, low price, high
availability, ease of production, large-scale synthesis

and safe nature, make them the most investigated
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macrocycles [2,3]. They have been widely used in
medicine, food, environment, cosmetics, chemical
analysis, catalysis, and other fields. For more than
130 years, the mechanism of formation of an inclu-
sion complex between CD and a guest has been ex-
plored and explained mainly in aqueous solution [4]
and to a less extent in some organic solvents [5-7].
Lately, a new generation of green solvents, deep
eutectic solvents (DESs), has gained interest as an
alternative to water for applications that require
drier conditions and for organic solvents that are
being phased out in favor of more environmentally
friendly alternatives. They are gaining interest in
different fields such as gas absorption, solvation,
extraction, formulation, synthesis, electrochemistry
and so on [8-10]. A DES is a mixture of pure com-
pounds for which the eutectic point temperature is
below that of an ideal liquid mixture [11]. DESs are
classified into five different types (I-V) based on the
nature of compounds used for their preparation [12].
The nature of the constituents and the addition of a
third component (i.e. water) can modulate the func-
tionalities and physicochemical properties of the
solvent [13,14]. Recently, CDs were used to provide
supramolecular properties to these sustainable sol-
vents [15-17]. This could be achieved either by dis-
solving CDs in previously prepared DES (ternary sys-
tems) or using CDs as a partner of the DES constitu-
tion (binary systems) [17]. In both cases, the develop-
ment of these new supramolecular mixtures requires
the study and understanding of the CD/guest inclu-
sion mechanism in these non-conventional media.
However, to the best of our knowledge, no study has
been conducted to investigate the thermodynam-
ics of the inclusion mechanism of CD in DES/water
mixtures. The present paper investigates, for the
first time, the thermodynamic parameters of the CD
inclusion complex in different DES/water mixtures.
[3-CD/adamantanol was chosen as a model inclusion
complex due to the high recognition ability of 3-CD
towards this guest (Figure 1). Eight choline chloride
(ChCD-based DES described in the literature were
prepared [18] (Figure 1). Then, the obtained liquid
solvents were mixed with different amounts of water
to form various DES/water mixtures. The compet-
itive and solvation contributions of these mixtures
were then investigated. The results were compared
with those obtained in water, individual components
of DESs and ethanol/water mixtures.

2. Experimental section

2.1. Materials

Choline chloride (ChCl, 98%) was purchased from
Sigma-Aldrich, China. Urea (99%) was purchased
from Sigma-Aldrich, USA. Propane-1,3-diol, glycerol,
D-(—)-sorbitol, D-(-)-fructose and D-(+)-glucose
anhydrous were provided by VWR Chemicals, Bel-
gium. Xylitol and (+)-butane-1,3-diol were provided
by Alfa Aesar, Germany. [3-CD was provided by
Wacker-Chemie, Lyon, France. 1-Adamantanol was
purchased from Acros, Belgium. ChCl was dried at
60 °C for at least 2 weeks before use. All other com-
pounds were used as received. Distilled water was
used throughout this work.

2.2. Preparation of deep eutectic solvents

DESs were prepared using the heating method by
mixing ChCl as the HBA and different HBDs (urea,
glycerol, xylitol, sorbitol, butane-1,3-diol, propane-
1,3-diol, glucose and fructose) (Figure 1) under stir-
ring until the formation of a clear and homogenous
liquid (Table 1). HBA: HBD molar ratios and temper-
ature used for DES preparation are presented in Ta-
ble 1. The water content of the prepared DESs were
determined using the Karl Fischer titration method
(Mettler Toledo DL31) and listed in Table 1.

2.3. Isothermal titration calorimetry (ITC)

ITC experiments were conducted using a VP-ITC,
MicroCal Inc., USA. Titration experiments were car-
ried at three different temperatures (15, 25 and 35 °C)
in water, 25 wt% (weight percent) of each studied
DES component alone in water, DES/water mixtures
(25, 50 and 70 wt% DES) and ethanol/water mix-
tures (25, 50 and 70 wt% ethanol). Solutions of 3-CD
(5 mM) and adamantanol (0.5 mM) were individually
prepared in each studied mixture and loaded respec-
tively in the syringe and the cell of the calorimeter.
When the obtained Ky value was less than 3000 M
release experiments were also performed in order
to increase the accuracy of the determined thermo-
dynamic parameters. For release experiments, the
solution of inclusion complex (5 mM of 3-CD with
5 mM of adamantanol) was loaded in the syringe and
the corresponding solution (the studied mixture) in
the cell.
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Figure 1. Chemical structure of (a) 3-CD, (b) adamantanol and the (c) DESs components.

Table 1. Molar ratio of preparation, heating temperature and water content (%) of the studied DESs

DES Molar ratio Heating temperature (°C) Water content (%)
ChCl:urea 1:2 60 0.05
ChCl:glycerol 1:2 Room temperature 0.20
ChCl:xylitol 1:2 80 0.07
ChCl:sorbitol 1:1 80 0.36
ChCl:butane-1,3-diol 1:2 40 0.08
ChCl:propane-1,3-diol 1:1 80 0.21
ChCl:glucose 2:1 80 0.26
ChCl:fructose 2:1 80 2.15

All experiments consisted of an initial injection
of 25 uL followed by 10 injections of 25 pL (deliv-
ery time of each injection: 50 s; interval between
two consecutive injections: 60 s; stirring speed:
1000 rpm). Blank experiments were conducted and

the heats of dilution were subtracted from the mea-
sured heat of the corresponding titration or release
experiment. Formation constants (K¢) and thermo-
dynamic parameters (AH, AS and AG) were deter-
mined by global analysis of all isotherms obtained for
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Table 2. Formation constant (Ky) values of (3-
CD/adamantanol inclusion complex in the ab-
sence and the presence of 25 wt% of each DES
component at 25 °C

Medium Ky M)
Water - 29,700 + 400
ChCl 23,000 + 2000
Urea 29,000 + 1000
Glycerol 16,800 + 900
25 wt% DES Xylitol 24,000 + 1000
component Sorbitol 34,000 + 2000
Butane-1,3-diol 2000 + 300
Propane-1,3-diol 3800 + 400

Glucose 44,000 + 2000

Fructose 27,000 + 2000

a given solvent, using an algorithmic treatment as de-
scribed in [19].

3. Results and discussion

3.1. Influence of DES components on adaman-
tanol complexation in cyclodextrin

First, the effect of the presence of each DES compo-
nent on the stability of the 3-CD/adamantanol in-
clusion complex was evaluated. ITC titration experi-
ments were carried out in water containing 25 wt% of
each DES component at different temperatures (15,
25 and 35 °C). The Ky values determined at 25 °C are
listed in Table 2 in comparison to those obtained in
water. All thermodynamic parameters Ky, AH, AS
and AG) obtained at 15, 25 and 35 °C are given in
Table S1.

The obtained Ky value of 3-CD/adamantanol at
25 °C in water was equal to 29,700 M~'. This high K¢
value is due to the strong binding of the adamantyl
moiety to the cavity of 3-CD [20]. A decrease in
the Ky value indicates that the DES component has
a competitive effect for the 3-CD cavity while an
increase in the magnitude of this thermodynamic
parameter reveals a stabilizing effect of the studied
compound.

As can be seen in Table 2, ChCl, the HBA
used for the preparation of the eight DESs in
this study, has very low competitive effect on the

(3-CD/adamantanol inclusion complex, as Ky value
was slightly affected by its presence in solution. The
results collected for the HBD showed diverse effects
for the eight compounds. Some presented a strong
(butane-1,3-diol, propane-1,3-diol) or weak (glyc-
erol) competitive effect, while others showed either
no effect (urea, xylitol, fructose) or a weak stabiliz-
ing effect (sorbitol, glucose). Additionally, results
showed that the presence of each of the studied DES
components at 25 wt% maintained the enthalpy
driven mechanism of the inclusion complexation of
adamantanol in 3-CD (Table S1).

3.2. Influence of DES on adamantanol complex-
ation in cyclodextrin

Titration and release experiments were performed
in different DES/water and ethanol/water mixtures
(25, 50 and 70 wt% solvent) at different tempera-
tures (15, 25 and 35 °C). It should be emphasized
that ITC studies were not carried out above 70 wt%
due to the excessive viscosity of the mixtures, which
prevented reliable recording of heat release. An ex-
ample of the results of titration and release experi-
ments for 3-CD/adamantanol inclusion complex in
ChCl:butane-1,3-diol (70 wt%) at 25 °C is represented
in Figure 2. The obtained results were treated si-
multaneously using a global analysis and compared
with those found in water. The Ky values of (3-
CD/adamantanol inclusion complex determined at
25 °Cin the different mixtures are listed in Table 3. All
thermodynamic parameters obtained at 15, 25 and
35 °C are represented in Tables S2, S3 and S4, respec-
tively.

In the presence of 25 wt% DES, the results (Ta-
ble 3) indicated that only ChCl:butane-1,3-diol and
ChCl:propane-1,3-diol significantly reduced the sta-
bility of the inclusion complex. This is coherent with
the findings obtained in the presence of 25 wt% of
individual DESs components as the lowest K¢ val-
ues were observed in the presence of butane-1,3-
diol and propane-1,3-diol (Table 2). This observa-
tion led us to suggest that one can infer the com-
petitive behavior of a specific DES/water mixture (at
least for weak DES content) by testing the competi-
tive behavior of the aqueous solutions of each com-
ponent. As for butane-1,3-diol and propane-1,3-
diol, ethanol showed also a strong competitive ef-
fect on the complexation of adamantanol in 3-CD.
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Figure 2. Typical isothermal titration calorimetry data obtained for the binding interaction of (3-CD
and adamantanol in ChCl:butane-1,3-diol DES/water 70/30 wt% at 25 °C. (a) Release thermogram,
(b) titration thermogram (c) corresponding isotherms presenting the integrated heat data; the dashed
curves correspond to the theoretical curves.

Table 3. Ky values for 3-CD/adamantanol inclusion complex determined in the different DES/water and
ethanol/water mixtures at 25 °C in comparison to water

Ky M™h
Water 29,700 + 400
Solvent wt% 25 wt% 50 wt% 70 wt%
ChCl:urea 30,000 2000 21,000 + 1000 12,100 + 700
ChCl:glycerol 21,000 +1000 10,500 + 600 5600 + 300
ChCl:xylitol 28,000 + 2000 17,000 + 1000 ND
ChCl:sorbitol 31,000 + 2000 19,000 + 1000 ND
ChCl:butane-1,3-diol 4300 +500 1500 + 300 500 + 20
ChCl:propane-1,3-diol 10,100 £800 4300 +400 2600 + 400
ChCl:glucose 31,000 + 2000 15,000 + 1000 ND
ChCl:fructose 26,000 + 2000 12,500 + 100 ND
Ethanol 1700 £100 1800 + 400 100 + 10

ND: Not determined (ITC experiments were not carried out because of
the high viscosity of these media).
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This observation is in good agreement with previous
studies reporting a decrease in Ky in the presence of
ethanol [7,21,22].

Concerning the effect of the wt% of DES, results
showed that as the wt% of the solvent increased, the
stability of the 3-CD/adamantanol inclusion com-
plex decreased progressively. This was observed for
the eight DESs and not only for those that showed a
competitive effect. This indicated that at higher DES
content (>25 wt%), the destabilization of the inclu-
sion complex was not solely induced by the compet-
itive effect of DES components.

Moreover, a negative heat capacity change (ACp)
was observed in water for [3-CD/adamantanol inclu-
sion complex (=95 J-K~1). This is typical of macro-
molecular associations in water and evidenced the
significant involvement of the hydrophobic interac-
tions in the binding process [23,24]. In DES based
media (70 wt% DES content), AC,, values ranged be-
tween —51 and —16J-K~!. This increase in AC, values
confirmed the disruption of the solvatophobic forces
in the presence of DES leading to the decrease in the
stability of the inclusion complex.

Altogether, these results proved that at high DES
wt% content, an additional phenomenon related to
the solvation of CD and adamantanol affected the
stability of the inclusion complex. When thoroughly
adding DES to water, 3-CD and adamantanol experi-
ment more favorable interactions with the added sur-
rounding solvent molecules, which in turn disfavor
the complex formation. This induces a decrease in
the solvatophobic forces, the governing forces for the
inclusion complex formation. Among all DESs and
for all DES wt% content, the lowest K f values were
observed for ChCl:butane-1,3-diol, consecutively to
the highest solvation potency and competitive be-
havior of butane-1,3-diol. The destabilizing effect of
ethanol was even more pronounced, for all solvent
contents, in accordance with literature. This is due to
the fact that ethanol is able to effectively solvate guest
molecules and consequently subtract them from the
complexation in the CD cavity [7,21,22].

3.3. Influence of DES on the complexation mech-
anism of adamantanol in cyclodextrin

The thermodynamic  parameters of f-
CD/adamantanol inclusion complex (AH, -TAS
and AG) were determined in water, in the different

Figure 3. Evolution of the [ | AG, M AH and
B —TAS in the different DESs (25 wt%) in com-
parison to water and ethanol (25 wt%) at 25 °C.

DES/water and ethanol/water mixtures at different
temperatures. Results obtained at 15, 25 and 35 °C
are presented in Table S2, S3 and S4, respectively.
Figure 3 illustrates the results determined at 25 °C in
the presence of 25 wt% DES in comparison to water
and 25 wt% ethanol.

The exothermic character (AH < 0) of the binding
process between (3-CD and adamantanol explained
the observed decrease in Ky values when increasing
temperatures in water and all studied mixtures [25].

In water and for all DES/water mixtures, the en-
tropy effect (—TAS) of the 3-CD/adamantanol com-
plex was fairly close to zero over the studied tem-
perature range. Accordingly, the entropy variation
makes a minor contribution to the negative values
of standard Gibbs energy (AG), to the contrary of
the enthalpic term. The observed entropy varia-
tion may be due to the compensation between the
release of water molecules from the cavity, which
has positive contribution to entropy [25,26] and the
[3-CD/adamantanol complex formation, which has
negative contribution to entropy. Indeed, once
adamantanol is encapsulated in the cavity of the
CD, it leads to a significant loss in the degree of
reagent freedom, which consequently, causes the
loss of entropy (AS < 0, —TAS > 0) [27]. Altogether,
these observations indicated that the binding event
between [3-CD and adamantanol in water and all
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diol and @ ethanol at 25 °C.

DES/water mixtures was similar and was enthalpy
driven (i.e., exothermic binding events with |[AH| >
|-TAS]) with low entropic assistance [28].

In ethanol/water mixtures, a different thermody-
namic signature was detected. An entropy-enthalpy
compensation of the binding process appeared at all
temperatures and for all ethanol wt%. This could
be explained by the fact that when moving from wa-
ter to a hydroalcoholic medium, the thermodynamic
profile of the inclusion complex formation can be
influenced by the variation of the solvation of the
guest (adamantanol). Ethanol solubilizes adaman-
tanol by displacing water molecules in its hydra-
tion shell, affecting consequently both the enthalpy
and entropy of the complexation. Enthalpy-entropy
compensation was reported in literature when wa-
ter was progressively replaced by an organic solvent
[29,30]. This can be confirmed by the fact that in-
creasing ethanol wt% prevents the formation of in-
clusion complex (lowest Ky values) by effectively sol-
vating guest molecules and thus by subtracting them
from the complexation. This observed difference in
the enthalpic and entropic contributions to Gibbs
energy of complexation between DES/water and
ethanol/water mixtures underlined the strong differ-
ence in solvation mechanisms between the DES and
ethanol solutions.

The evolution of the thermodynamic parame-
ters (AH and —TAS) as function of solvent con-
tent wt% (Figure 4) additionally emphasized on

the pronounced competition and solvation ef-
fects of ethanol, which led respectively to a strong
increase then decrease of enthalpic (AH up to
—55.7 kJ-mol ! at 25 wt% and down to —12.9 kJ-mol
at 70 wt%) and entropic (—-TAS up to 37.2 kJ-mol~!
at 25 wt% and down to 0.8 kj-mol™! at 70 wt%)
contributions. On one hand, since the inclusion
of ethanol in CDs is generally favored by entropy
(i.e., AH = —2.4 kJ-mol™}; ~TAS = —3.3 kJ-mol™! for
«-CD/ethanol [31]) and the inclusion of adaman-
tanol by enthalpy (Figure 3), replacement of ethanol
molecules by an adamantanol molecule is character-
ized by strong enthalpy and entropy variations, thus
explaining the thermodynamic signature of compet-
itive phenomena (25 wt%). On the other hand, the
fact that both enthalpy and entropy of inclusion were
strongly reduced at high ethanol content (70 wt%)
tends to demonstrate that adamantanol inclusion in
CD cavity is somewhat analogous to its solvation by
ethanol.

The evolution of both AH and —TAS was far less
pronounced for both non-competitive (ChCl:urea)
and weakly competitive (ChCl:butane-1,3-diol)
DESs, with a moderate increase of enthalpy con-
tribution overbalanced by a negative contribution of
entropy, with increasing DES content. Such results
showed that adamantanol interacted more favor-
ably with 3-CD than with the DES components, but
that solvation by DES induced more disorder than
inclusion in 3-CD.
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4. Conclusion

In this study, the thermodynamic parameters of
the 3-CD/adamantanol inclusion complex in non-
conventional green media were investigated for
the first time. The studied media included water,
DES/water mixtures, aqueous solutions of DES com-
ponents and ethanol/water mixtures. Eight different
DESs were investigated at different wt% content (25,
50 and 75 wt%). According to ITC results, the type
and wt% of DES affected differently the inclusion
complex stability. A destabilizing effect was observed
for all DESs in media with a high concentration of co-
solvent (>50 wt%). However, DESs were much less
destabilizing than ethanol. In addition, DESs did not
disturb the complexation mechanism as observed in
the presence of ethanol. Also, the thermodynamic
signature of the complexation in DES/water mix-
tures was similar to that in water and was enthalpy
driven with low entropic assistance, in contrast to
ethanol/water mixtures. Taken together, the results
proved that replacing organic solvents with DESs
could be advantageous in maintaining the complex-
ation and solvation capacity of CDs in a drier envi-
ronment. Nevertheless, further investigations and
refinements with other guest species, e.g. with lower
binding affinity to CDs, should be explored to con-
firm whether they could lead to the same thermody-
namic behavior of the complexation in the presence
of DESs. In addition, other DES systems, belonging
to the five DES classes, should be investigated in a
broader comparative study.
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ing monophasic at low T and experiencing phase separation when T is increased. This phenomenon
has been ascribed to the T-increased adsorption onto the micellar surface of these additional chloride
ions. The lowering of the repulsive interactions between micelles finally allows coalescence and thus
phase separation. In this work, we explore the impact of NaCl addition onto the phase separation,
at fixed T. Specific chloride electrode allows the determination of chloride counterion adsorption for
different samples in the phase diagram, all of them being single-phase. A simple theory based on the
Poisson-Boltzmann equation and with charge regulation is proposed. The only fitted parameter is the
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respect to the ionic strength of the solution, it moreover provides a key element in the prediction of
phase separation.

Keywords. Aqueous biphasic solution, Extraction, Ionic liquid, Regulation charge theory.

Funding. French National Agency for Research (Grant No. ANR-ITALLIX-22-CE29-0023-01).
Manuscript received 1 November 2023, revised 8 December 2023, accepted 9 February 2024.

1. Introduction They have been investigated for multiple extraction
purposes in order to substitute the use of traditional

Aqueous biphasic systems (ABS) recently deserve  highly polluting organic solvents [1,2]. Among ABS,
a lot of attention thanks to their environmental  the family comprising the ionic liquid (IL) tributyl-
friendly composition, with a large water content. tetradecylphosphonium chloride ([Py,4,4,14]Cl) mixed
with water and a strong acid has been proposed for

metallic ion extraction [3-5]. Metallic ions have pref-

*Corresponding author erential phases, as for example Co(Il) prefers the
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upper, ionic liquid-rich phase while Ni(I) prefers
the lower highly acid solution. Beside the interest in
metal extraction, these ternary systems are surpris-
ing with a very rich phase diagram, either in pres-
ence of a strong acid or a salt (for example, HCl
or NaCl). The solutions are thermomorphic, i.e. re-
versibly change from a monophasic to a biphasic lig-
uid state with temperature, and with the particularity
to separate upon an increase of temperature, mean-
ing that the biphasic region of the phase diagram
increases with temperature, therefore also having
a Lower Solution Critical Temperature (LCST). The
mono- or biphasic states are related to the compo-
sition and, at any fixed temperature, the increase of
both IL or salt/acid content triggers the phase sepa-
ration. The metallic ions extracted will therefore play
themselves a determinant role in their own extrac-
tion [6-8]. Understanding the mechanisms of phase
separation in such family of systems is therefore a
challenging task that we partially address in this pa-
per. Our previous investigation [9] was focused on
the structural organization of the acidic (HCI, H2SO4)
solutions with concentration and temperature. We
highlighted that the IL [Py 4,4,14]Cl, which could be
assimilated to a cationic surfactant, forms spherical
micelles in solution. Upon temperature rise, the mi-
celles aggregate until eventually causing the phase
separation. The aggregation is due to an adsorption
of chloride ions at the micelles surface with tempera-
ture, as proved by the titration of free chloride ions in
solution: the adsorption of ions causes a variation in
the Electric Double Layer (EDL) composition around
the micelles and a screening of electrostatic repul-
sion bewteen micelles. Our previous structural in-
vestigation also shows an aggregation of the micelles
when the acid content increases. Here, we question
the similarity of the phase separation with tempera-
ture and salt concentration in the system. Using the
former chloride titration technique at fixed tempera-
ture but variable salt content, we aim at rationalizing
the electrostatic interactions responsible for the state
of the solution. After describing the experimental
methods, we present the experimental results: the in-
vestigated points are presented in the Figure 1 on the
phase diagram of the particular solution investigated
here: [P4,4,4,14]Cl, NaCl and water. We then detail the
theoretical approach based on a classical charge reg-
ulation theory to model the results. We eventually
discuss the validity and limits of the model.
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Figure 1. Binodal curve of the system

[P4,4,4,14]1Cl, NaCl and water, and points in-
vestigated by chloride titration. Binodal data
(black squares) from [10]. The three series of
points correspond to the following IL wt%: 8.12
(blue squares), 14.55 (red circles) and 20.48%
(green triangles).

2. Materials and methods
2.1. Chemicals

Tributyltetradecylphosphonium chloride
([P4,4,4,14]1C]) has been provided by Interchim, while
NaCl was purchased from Honeywell. All chemicals
were used as received. All samples were made using
ultra-pure water (Millipore system, 18 MQ).

2.2. Samples

Desired amounts of NaCl and of a concentrated
aqueous solution of [P444,14]Cl were weighted in a
10 mL gauged flask and then ultra-pure water was
added to the line. The composition of all the samples
can be found in the ESI.

2.3. Apparatuses and methods

A balance (Fisherbrand, Analytical Series, precision
0.0001 g) was used to prepare the samples. Free
chloride ions concentration (M) was determined by
use of a chloride specific electrode (ThermoScien-
tific, chloride half cell Orion 9417SC and reference
cell), which was calibrated by seven standard aque-
ous solutions of NaCl with concentrations ranging
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from 6 x 103 M to 1.1 mol-L™'. The calibration
was found linear with very good regression parame-
ter and under the experimental procedure followed,
reproducibility is within +2%. For both calibration
and measurement of the samples, temperature was
controlled at T = (25 + 0.5) °C by a thermostated
bath. Densities at T = 25 °C were measured by use
of a density-meter (Anton-Paar, DMA 4001, precision
107* g-cm™3). Concentrations in moles per liter (M)
were calculated from the weighted masses and flask
volume while NaCl and [P4,4,4,14]Cl wt% were calcu-
lated from added masses, density and flask volume.
Samples are sorted within three series, for which a
fixed mass of IL is mixed with increasing amounts
of NaCl. To label the series, we use the IL wt% in
the absence of NaCl, i.e. 8.12/14.55/20.48 wt% of
IL. This corresponds respectively to 0.185, 0.329 and
0.462 mol-L ™.

The binodal data obtained by Schaeffer et al. [10]
have been obtained with Iolitech as the IL provider,
while our samples are prepared with an Interchim
batch of IL. Nevertheless, both data sets agree very
well in terms of monophasic domain (see Figure 1).
In addition, we prepared one sample supposedly be-
ing biphasic and very close to the binodal, according
to the data by Schaeffer et al. and it actually appears
to be biphasic (see ESI).

3. Experimental results

In the Figure 2 are plotted the experimental mea-
surements of the chloride concentrations in the so-
lutions. The first point of each experimental series
corresponds to the case without any addition of NaCl
and the horizontal lines are the experimental aver-
ages of each series. The line x = y would be the be-
havior without any adsorption at the micelle surface
(see caption). The chloride specific electrode is sen-
sitive to the chemical potential of the ion, which is
converted directly into the equivalent concentration
of chloride ion in an aqueous electrolyte solution in
equilibrium with the system. By neglecting the activ-
ity coefficient corrections, which are relatively small
in this chloride concentration range [11], one can
consider that this quantity corresponds to the bulk
free chloride ion concentration [Cl™ ]gee, i.e. the CI™
concentration far away from the micelles. The quan-
tity of chlorides adsorbed at the micelle surface is
therefore equal to [Cl J,gqs = [Cl ]tot — [Cl™ ]free- The

1.5F 4 8 |14 |20.5wt%
0.185]0.329 | 0.462 mol. L"
- e, =l | o
g1o-lcrl,ds R . .
-~ [cn,.=cr,, .
ﬁ °
3 -°
— 05} "e ]
S "
O
z :9 uo uu o = (]
0.0 = . .
0.0 0.5 1.0 1.5
[Cr],,/ mol. L

Figure 2. Chloride titration for three different
ionic liquid contents, as a function of total
amount (in mol-L™!) of chloride. The [Cl™ Jfree
are directly measured and the [Cl ],4s are de-
duced from the measurement by the relation
[Cl Jtot = [Cl7]ags + [Cl lfree- The line x = y
would be the behavior without any adsorption
at the micelle surface.

data are presented up to the limit of linearity of the
electrode, that does not allow a reliable measurement
of the region too close to the binodal line. For this
reason, more points are plotted in the Figure 1 than
in the Figure 2.

As observed in the Figure 2, without any addition
of NaCl, about 40% of the CI™ are free in the solution,
whatever the mass fraction of ionic liquid. More pre-
cisely, the fraction of adsorbed chloride at the sur-
face follows the linear behaviour given by the equa-
tion: [Cl ™ ],qs = 0.39- [LI] +0.071, both concentration
in mol-L™!. The micelles therefore carry an effec-
tive charge for any fraction of IL. This result is con-
sistent with the structural characterization of the bi-
nary mixture (IL + water) [9], where a strong correla-
tion peak between micelles is observed, arising from
the electrostatic repulsion between the objects in so-
lution in absence of additional charges. Upon addi-
tion of NaCl, the adsorbed quantity of chloride is con-
stant, all the ions are dispersed into the solution, in
opposition to what is observed with temperature.

4. Theory

As previously expressed, we consider that the quan-
tity measured by the electrode corresponds to the
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bulk free chloride ion concentration far away from
the micelles, where the aqueous solution plays the
role of a reservoir. The measurement can therefore
be used to establish a link between the total concen-
tration of introduced chlorides [Cl™ Jiot and [Cl™ ]gee.

This result can then be compared with those ob-
tained using an Electrical Double Layer (EDL) model
with charge regulation. The total chloride concentra-
tion reads

[Cl Jtot = [CI" ]y + [Cl" JgpL + [Cl oo 1)

where [Cl™ ], represents the concentration of the ions
that are specifically bound to the surface, on partic-
ular adsorption sites. [Cl™ |gpy, is the excess concen-
tration of chlorides in the electrical double layer. This
corresponds to the ions electrostatically bound to the
surface, beyond the Stern layer represented by [Cl].
[Cl ] is the global concentration of the free ions
far away from the micelle. It is not exactly equal to
the reservoir concentration [Cl™ |fee because the free
ions cannot penetrate the micelles.

The mass action law for the equilibrium between
free ions and ions bound specifically to the surface
reads as follows:

S s
py = K°Coe st (2)

p)sc is the area number density (i.e. the number of
bound ions per unit area). e is the elementary charge,
kg T is the thermal energy and v is the electrostatic
potential at the micelle surface. K° is the mass ac-
tion law constant of the adsorption reaction. Cy =
[CI™ ]free is the chloride concentration in the reservoir
where the electrostatic potential s = 0. We consider
the regime [12] of strong electrostatic screening for
which xR > 1 where R is the micelle radius and « the
Debye parameter. If R = 2 nm, this corresponds to
the case where the salt concentration is greater than
2x 1072 mol-L™!. In this regime the interface is al-
most flat compared to the Debye distance. Thus the
Gouy-Chapman solution of the Poisson-Boltzmann
equation can be used.

The SI practical unit of the mass action law con-
stant K° is meter if the reservoir salt concentration
Co = [Cl Ifree is the volume number density (i.e. the
number of electrolyte per unit volume). The effective
charge of the micelles is then:

o evs
o' =g —eK°Cye*sT 3)

with o the bare charge. The diffusive part of the
EDL is modelled by the Poisson-Boltzmann equa-
tion. Thus the effective charge can also be calculated
thanks to the Grahame equation:

o = \/8epe, kg TCy sinh ( ey's ) 4)

2kgT
€o€r = € is the permittivity of water. The two equa-
tions (3) and (4) have to be solved numerically to ob-
tain o and ws. We finally obtain from this self-
consistent calculation:

s O0- oeff
=" (5)

Then we calculate the chloride excess in the EDL.
Considering the Gouy-Chapmann equation [13]
yielding the anion concentration C_(x) as a func-
tion of the position x with respect to the surface, we
obtain the excess chloride area number density

+00
PipL = fo (C_(x) - Cp)dx = % (6)
with A = tanh (eys/4kgT) and the Debye parameter
K = (2€*Coleger kg T)V/2.

These area number densities pj and pfp,; must
then be transformed into volume number densi-
ties to obtain the total experimental concentration
[Cl Tot- So multiplying by the specific surface area
of the micelles S“‘}ic, we finally obtain from (1):

(O hot = SP (05 + piny |+ 1-mCy ()

where 7 is the volume fraction of the micelles sup-
posed to be spherical. Here are the model parameters
we used. Scattering experiments [9] allow us to spec-
ify the radius of the micelles R = 18 A, the aggregation
number N,z = 30. The resulting volume fractions n
for the three series are 9.1, 16.1 and 22.7% and the
resulting surface charge density is 0 = eNpgg/ 4mR? =
0.737 enm~2. The only unknown parameter in the
model is therefore the adsorption constant K°. This
value has been fitted from the experimental curve at
the lower IL concentration (8.16 wt%). We obtained
K° =1 nm. The other curves are therefore true pre-
dictions, since they were calculated without any ad-
justable parameters.

In the Figure 3, we inverted the axes in order to
stick to the experimental observables. Despite the
simplicity of the model we have a quantitative agree-
ment with the data for the range of chloride and ionic
liquid concentrations investigated, although some
deviations are observed and discussed below.
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Figure 3. Free chloride in the solution (i.e.
chloride concentration in the reservoir) as a
function of total amount of chloride in the sys-
tems, as measured by titration and computed,
for the three sets of samples (different col-
ors/symbols).

5. Discussion

The Figure 4 enables to analyse the different chloride
populations. When no salt (NaCl) is added to the so-
lution, the reservoir salt concentration Cy = [Cl™ | free
is 0. In this limit the model is not rigorously valid
for two reasons. First, as long as the salt concentra-
tion is less than 2 x 1072 mol-L !, the strong electro-
static screening regime is not reached. Second we
neglected the critical micellar concentration (cmc)
and the concentration of free IL in solution. The
cmc of [Py4,4,14]Cl was evaluated from the variation
of the surface tension as a function of IL wt% in aque-
ous mixture, measured by pending drop method (see
SI). It was found to be equal to 0.05 £ 0.02 wt%, and
drops consequently (<0.02 wt%) when acid or salt is
added to the solution. There is therefore a propor-
tion of free chloride not taken into account by the
model for these two effects for low salt concentration
Co = [Cl" ]free, as shown in Figure 3.

Adding more chloride into the solution, therefore
having more chloride into the reservoir, leads to a
slight increase of the bounded ions while the concen-
tration into the EDL decreases. For a reservoir con-
centration of 1.25 mol-L™!, the EDL concentration
[CI” ]gpL even becomes negative. [Cl™ |gpy, is actually
an excess term with respect to bulk concentration.

oL O, —Ll= 8.16wt%
- == [IL] = 14.52 wt.%
e [IL] = 20.65 wt.% )
_! . t[C|]‘O‘
©
£ Jion-
T
a
o [cr,
0 = [cn

EDL

0.0 0.2 0.4 0.6 0.8 1.0 1.2 14
- -1
[cr,,, / mol. L

Figure 4. Different chloride populations (col-
ors/groups) for three solutions of various IL
mass fraction (full, dashed and dotted lines)
as function of the free chloride in the solution
(chloride concentration in the reservoir).

This means that above this limit, adsorption onto the
surface is strong enough so that it reverses the sur-
face charge, which becomes negative. We note that
in absence of well-defined adsorption sites, there is
no chemical saturation of the surface. Adsorption is
therefore not limited and inversion is possible. In
practice, this means that the electrostatic repulsion
between micelles breaks down. The system can then
become destabilised because the attractions due to
Van der Waals forces are no longer counterbalanced
by electrostatic forces. Phase separation is then pos-
sible. This is precisely what happens experimentally.
Despite its simplicity, the model allows us to repre-
sent the destabilisation mechanism of the solutions
and the appearance of this phase separation. At some
chloride addition, the effective charge of the micelles
becomes very small, leading to a complete screen-
ing of the electrostatic repulsion between the objects
and therefore a flocculation of the micelles followed
by the phase separation.

This effect is due to the increase in [CI”], popu-
lation. Although the increase in [Cl™], population
in the Figure 4 is fairly small, it is enough to neu-
tralise the charge on the micelles. Because of the high
charge of the micelles due to their high aggregation
number, adsorption is already high in the absence of
salt, even if the K° constant is low. The addition of
chloride further increases this phenomenon and the
charge is eventually reversed.
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Figure 5. Different chloride populations (col-
ors/groups) for the the 20.65 wt% IL solution
as functions of the free chloride in the solution
(chloride concentration in the reservoir). The
values are given for different binding constants
K° (full, dashed, dotted or dash-dotted lines).

We eventually examined the influence of the
bounding constant K°. The Figure 5 shows the effect
of varying the binding constant between 0.5 and 10
on the solution at 8.6 wt% of IL. The figure is un-
derstandable if we remember that [Cl™ ]gee = Cy is
the concentration of chloride in an electrolyte solu-
tion in equilibrium with the system. Thus the free
ions far from the micelles [Cl ], are directly pro-
portional to it and do not depend on the adsorption
constant which only controls the adsorbed ClI™ and
the ions in the Debye EDL. Overall, an increase in
K° logically increases chloride ions adsorption. This
then reduces the counter-ions concentration and
the co-ion depletion in the EDL: the effective charge
being lower, fewer counter-ions are needed to screen
the micelles and the repulsive force on cations is
weaker.

We first remark that increasing the value of K° in-
deed increases the slope of [Cl™], with the chloride
reservoir concentration, as previously mentioned.
But the main effect is that increasing the binding
constant will increase [Cl"],, reducing the effec-
tive potential at the micelle surface, therefore shift-
ing to lower concentration the EDL and the term
[Cl" ]gpL. This leads to the effective charge of the
micelle to be screened at lower NaCl addition, then
the phase separation to be induced at lower NaCl or
acid content. This behaviour is exactly what is ob-

served upon increase of temperature, where the free
chloride concentration decreases with temperature
until phase separation. The higher is the tempera-
ture, the lower the salt (or acid) addition needed to
observe the phase separation. The increase of tem-
perature can therefore be modelled by an increase
of K°. All this means that the adsorption reaction
is favoured at high temperature and is therefore en-
dothermic. It is this phenomenon that allows us
to understand why this system shows a Lower So-
lution Critical Temperature (LCST). Eventually, we
could assume that if K° increases enough, i.e. at
high enough temperature, the charge inversion of the
micelles could lead to repulsion again and the sys-
tem would turn homogeneous again upon NaCl ad-
dition. This was however never tested experimen-
tally, since the solubility of NaCl limits the phase
diagram.

6. Conclusion

The aqueous biphasic systems formed by the mix-
ture of the ionic liquid [P4,4,4,14]1Cl with salt or acid
present a strong interest from a fundamental as well
as potential application point of view. The phase di-
agram is complex, with self aggregation and organi-
sation varying with the addition of charges and tem-
perature in different ways. Following a detailed struc-
tural investigation of acidic solutions with tempera-
ture and an insight into the phase transition mecha-
nisms upon heating, we complete here our rational-
isation of electrostatic effects. We propose a simple
still relevant charge regulation model to describe the
electrical double layer and screening of electrostatic
interactions in the solution with addition of ions. The
only fitted parameter is the binding constant taking
into account the chemically or, in this case, physically
bound ions to the micelle surface. The model is not
rigorously valid at low salt concentration. Neverthe-
less, it provides a qualitative but strong insight into
the mechanisms at play between the micelles upon
addition of charges or increase of temperature, lead-
ing to the phase separation.

This approach could therefore be the first step
in describing the phase diagram and thermodynam-
ics of these complex systems, for which electrolyte
theory can explain their behaviour and in particu-
lar their phase diagram. It would thus be possible
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to take into account more complex geometries of ag-
gregates (e.g., beyond a spherical organisation) or
to look at the limit of weaker electrostatic screen-
ing and the influence of the non-micellised part of
the ionic liquid. A model combining the DLVO ap-
proach and Hamaker’s constant could thus enable
the full prediction of the phase diagram versus ions
concentration and temperature. Investigating the
effect of salt versus acid, H* versus Na* or other
ions, will eventually lead to another world of physical
chemistry.
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