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Abstract

We prove Ehrhard’s inequality for all Borel sets.To cite this article: C. Borell, C. R. Acad. Sci. Paris, Ser. I 337 (2003).
 2003 Académie des sciences. Published by Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

Résumé

L’inégalité d’Ehrhard. Nous démontrons l’inégalité d’Ehrhard pour tous les ensembles boréliens.Pour citer cet
article : C. Borell, C. R. Acad. Sci. Paris, Ser. I 337 (2003).
 2003 Académie des sciences. Published by Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

1. Introduction

Throughout this paper letγn be the canonical Gaussian measure inRn, that is

dγn(x)= e−|x|2/2 dx√
2π

n ,

let Φ(a)= γ1(] − ∞, a[) if a ∈ R ∪ {±∞}, and letλ ∈]0,1[ . Furthermore, for anyA,B ⊆ Rn,

λA+ (1− λ)B = {
λx + (1− λ)y; x ∈A andy ∈B

}
.

In [2] Antoine Ehrhard proves that

Φ−1(γn(λA+ (1− λ)B
))

� λΦ−1(γn(A)) + (1− λ)Φ−1(γn(B))
for all convex bodiesA andB in Rn. Moreover Latała in [6] shows that Ehrhard’s inequality is true ifA is a convex
body andB an arbitrary Borel set. This special case of Ehrhard’s inequality, combined with some short but
arguments, implies several well-known inequalities for Gaussian measures such as the isoperimetric inequ
Bobkov inequality, and the Gross logarithmic Sobolev inequality. The Latała paper [7] gives an excellent a
on these implications.

The purpose of this paper is to prove Ehrhard’s inequality for all Borel sets. This solves Problem 1, p.
the Ledoux and Talagrand book [8]. We here follow the convention that∞ − ∞ = −∞ + ∞ = −∞.

Theorem 1.1.The Ehrhard inequality is true for all Borel sets A and B in Rn.
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Our proof of Ehrhard’s inequality is inspired by a concavity maximum principle initiated by Korevaar i
study of elliptic and parabolic boundary value problems [5] further developed by Greco and Kawohl [3]. In c
to [3] and [5] the space domain in this paper is unbounded.

It follows from the Ehrhard paper [2] that Theorem 1.1 is true in all dimensions if it is true in one dimen
Since a restriction to one dimension would not really simplify our proof below we will make no restriction o
dimension.

Let � = ∇2 = ∂2

∂x2
1

+ · · · + ∂2

∂x2
n

be Laplace operator inRn. Given a positive solutionu of the heat equation
∂u
∂t

= 1
2�u the first point in our proof of Ehrhard’s inequality is to introduce the inverse Gaussian transform

U =Φ−1(u). As u=Φ(U),

∂u

∂t
= ϕ(U)

∂U

∂t
, ∇u= ϕ(U)∇U

and�u= ϕ(U)(�U −U |∇U |2), whereϕ(a)=Φ ′(a) if a ∈ R. Thus

∂U

∂t
= 1

2
�U − 1

2
U |∇U |2. (1)

Let us note that−U is a solution of (1) ifU is. Moreover ifU(0, x)= ax + b, wherea andb are real constants
the functionU(t, x)= a(a2t + 1)−1/2x + b(a2t + 1)−1/2 solves (1).

Our proof of Theorem 1.1 is based on an application of the methods in [3] and [5] to the parabolic diffe
equation in (1). In this context the Feynman–Kac formula fits very well as will be seen below. We are very g
to Professor Stanislaw Kwapien for pointing out an alternative to the use of the Feynman–Kac formula in th
of Theorem 1.1 and sketch his line of reasoning at the very end of Section 2.

2. Proof of Theorem 1.1

To prove Theorem 1.1 we assume without loss of generality thatA andB are non-empty compact subsets ofRn.

Let ε ∈]0,1[ be fixed and choose an infinitely many times differentiable functionF ∈ C∞(Rn) such that 0� F � 1,
F = 1 onA andF = 0 off Aε = A+ �B(0, ε), where�B(0, ε) is the closed Euclidean in ballRn with centre 0 and
radiusε. Let δ ∈]0, ε[ and definef = δ + (1 − ε)F. Setα = δ + 1 − ε and observe thatα < 1. In particular,
f ∈ C∞(Rn), δ � f � α, f = α onA, andf = δ off Aε. In a similar way, choose a functiong ∈ C∞(Rn) such that
δ � g � α, g = α onB, andg = δ off Bε . Set

κ = max
(
Φ

(
λΦ−1(α)+ (1− λ)Φ−1(δ)

)
,Φ

(
λΦ−1(δ)+ (1− λ)Φ−1(α)

))
.

The construction shows thatκ → 0 asδ → 0. Next we choose a functionh ∈ C∞(Rn) such thatκ � h � α, h = α

onλAε + (1− λ)Bε , andh = κ off (λAε + (1− λ)Bε)ε. The definitions give

Φ−1(h(
λx + (1− λ)y

))
� λΦ−1(f (x)) + (1− λ)Φ−1(g(y)) if x, y ∈ Rn. (2)

Now consider the inequality

Φ−1
( ∫

Rn

hdγn

)
� λΦ−1

( ∫
Rn

f dγn

)
+ (1− λ)Φ−1

( ∫
Rn

g dγn

)
. (3)

By first letting δ → 0 and thenε → 0 in (3) we obtain the Ehrhard inequality forA andB. The inequality (3)
will follow from a slightly more general inequality. Let for everyt � 0 andx ∈ Rn,

uq(t, x)=
∫
Rn

q(x + √
tz)dγn(z), q = f,g,h.

Clearly, (3) follows if

Φ−1(uh(t, λx + (1− λ)y
))

� λΦ−1(uf (t, x)) + (1− λ)Φ−1(ug(t, y)) (4)
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for all t � 0 andx, y ∈ Rn. The special caset = 0 reduces to (2) and the special caset = 1 andx = y = 0 is
the same as (3). To prove (4) letq be any off , g, or h and define the inverse Gaussian transformation ofuq by
Uq =Φ−1(uq). Note that supt�0, x∈Rn |Uq |<∞. Moreover, ifi1, . . . , in ∈ N it is readily seen that

sup
t�0, x∈Rn

∣∣∣∣ ∂i1+···+in

∂xi1 · · ·∂xin Uq

∣∣∣∣ <∞. (5)

We now introduce the functionC(t, x, y) = Uh(t, λx + (1 − λ)y) − λUf (t, x)− (1 − λ)Ug(t, y) for all t � 0
andx, y ∈ Rn. The inequalityC(t, x, y)� 0 is equivalent to (4). To simplify notation, from now on letξ = (t, x),
η = (t, y), andς = (t, λx + (1− λ)y) so that

∇xC = λ
{
(∇Uh)(ς)− (∇Uf )(ξ)

}
, (6)

∇yC = (1− λ)
{
(∇Uh)(ς)− (∇Ug)(η)

}
, (7)

�xC = λ2(�Uh)(ς)− λ(�Uf )(ξ), �yC = (1− λ)2(�Uh)(ς)− (1− λ)(�Ug)(η)

and
∑

1�i�n

∂2C

∂xi∂yi
= λ(1− λ)(�Uh)(ς).

Thus introducing the differential operator

E =1

2

{
�x + 2

∑
1�i�n

∂2

∂xi∂yi
+�y

}
, EC = 1

2

{
(�Uh)(ς)− λ(�Uf )(ξ)− (1− λ)(�Ug)(η)

}
.

Now using (1)

EC = ∂Uh

∂t
(ς)+ 1

2
Uh(ς)

∣∣(∇Uh)(ς)
∣∣2 − λ

∂Uf

∂t
(ξ)− λ

2
Uf (ξ)

∣∣(∇Uf )(ξ)
∣∣2

− (1− λ)
∂Ug

∂t
(η)− 1− λ

2
Ug(η)

∣∣(∇Ug)(η)
∣∣2

or

EC = ∂C

∂t
+Ψ (t, x, y)

with

Ψ (t, x, y)= 1

2
Uh(ς)

∣∣(∇Uh)(ς)
∣∣2 − λ

2
Uf (ξ)

∣∣(∇Uf )(ξ)
∣∣2 − 1− λ

2
Ug(η)

∣∣(∇Ug)(η)
∣∣2.

Here
∣∣(∇Uf )(ξ)

∣∣2 = ∣∣(∇Uh)(ς)
∣∣2 +

∑
1�i�n

{
∂Uf

∂xi
(ξ)+ ∂Uh

∂xi
(ς)

}{
∂Uf

∂xi
(ξ)− ∂Uh

∂xi
(ς)

}

and
∣∣(∇Ug)(η)

∣∣2 = ∣∣(∇Uh)(ς)
∣∣2 +

∑
1�i�n

{
∂Ug

∂xi
(η)+ ∂Uh

∂xi
(ς)

}{
∂Ug

∂xi
(η)− ∂Uh

∂xi
(ς)

}
.

From these equations and (6) and (7) it follows thatΨ (t, x, y) = 1
2|(∇Uh)(ς)|2C − b(t, x, y) · ∇(x,y)C for an

appropriate continuous functionb(t, x, y), which, depending on (5), for fixedt is Lipschitz continuous in the spac
variables with a Lipschitz constant uniformly bounded int . Moreover,

EC + b(t, x, y) · ∇(x,y)C=∂C + 1∣∣(∇Uh)(ς)
∣∣2C. (8)
∂t 2
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In what follows we interpret(∇x,∇y) as an 2n by 1 matrice with the transpose matrice(∇x,∇y)
∗ and have

E = 1
2(∇x,∇y)

∗σσ ∗(∇x,∇y) for an appropriate 2n by 2n matriceσ. Let T ∈]0,∞[ be fixed and denote by(X,Y )

the solution of the stochastic differential equation

d
(
X(t), Y (t)

) = b
(
T − t,X(t), Y (t)

)
dt + σ dW(t), 0� t � T ,

with the initial value(X(0), Y (0))= (x, y), whereW is a normalized Wiener process inR2n. The Feynman–Kac
theorem ([4], p. 366) yields

C(T ,x, y)=E
[
C

(
0,X(T ),Y (T )

)
e− 1

2

∫ T
0 |(∇Uh)(T−θ,λX(θ)+(1−λ)Y (θ))|2dθ ]

and, sinceC(0,X(T ),Y (T ))� 0, we getC(T ,x, y)� 0. This completes the proof of Theorem 1.1.
The Feynman–Kac formula can be avoided in the proof of Theorem 1.1. To explain this, again letT ∈]0,∞[

be fixed. The definitions of the functionsf , g, andh imply that the lower limit of the function inf0�t�T C(t, x, y)

as |x| + |y| → ∞ is non-negative. Therefore, ifC(t, x, y) < 0 at some point(t, x, y) ∈ [0, T ] × Rn × Rn there
exists a strictly positive numberε such that the functionεt + C(t, x, y) possesses a strictly negative minimum
[0, T ] × Rn × Rn at a certain pointP = (t0, x0, y0) with t0 > 0. Now

C(P) < 0,
∂C

∂t
(P ) � −ε, ∇(x,y)C(P ) = 0, and EC(P) � 0

which contradict (8). ThusC(t, x, y)� 0.

3. The Ehrhard inequality in infinite dimension

Let E be a real, locally convex Hausdorff vector space and denote byB(E) the Borel σ -algebra inE.

A Borel probability measureγ on E is a Gaussian Radon measure if each bounded linear functionalE
has a Gaussian distribution relative toγ and if γ∗ = γ on B(E), where for anyA ⊆ E, γ∗(A) = sup{γ (K);
K compact subset ofA}.

Theorem 3.1.If γ is a Gaussian Radon measure on E,

Φ−1(γ∗
(
λA + (1− λ)B

))
� λΦ−1(γ (A)) + (1− λ)Φ−1(γ (B))

for all A, B ∈ B(E).

Theorem 3.1 follows from Theorem 1.1 using the same line of reasoning as in the author’s paper [1].
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