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Abstract

We study the behavior at infinity of the tail of the stationary solution of a multidimensional linear auto-regressive process
with random coefficients. We exhibit an extended class of nlidépve coefficients satisfyima condition of freducibility and
proximality that yield to a heavy tail behavido citethisarticle: B. de Saportaet al., C. R. Acad. Sci. Paris, Ser. | 339 (2004).
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Résumé

Sur I'équation vectorielle stochastiqueY,, 11 = A, Y, + B,. On étudie le comportement a I'infini de la queue de la solution
stationnaire d'un processus auto-réggi€ linéaire multidimensionh& coefficients aléatoiee On donne une vaste classe de
coefficients multiplicatifs @rifiant une condition d’irréduibilité et de proximalitéqui conduisent & un coportement de type
gueue polynomialePour citer cet article: B. de Saporta et al., C. R. Acad. Sci. Paris, Ser. | 339 (2004).
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1. Introduction

We study the following stochastic difference equation
Yos1=AnYy + By, neN, Y,eR? 1)

where(A,, By,) is an iid sequence of random variablds, is in G the linear group of invertible square matrices of

sized, andB, is a vector ofR?. Here we restrict ourselves tb> 2 (see [8] and [4] for the one-dimensional case).
Under weak assumptions, the corresponding Markov process has a unique stationary solution. The behavior o

its tail at infinity has been investigated by Kesten [8], when the coefficients are non-negative matrices and vectors.
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LePage [10] gave another result for a class of non-singular matrices. This note extends the latter result to a wide
class of multiplicative coefficients, namely a class with a property of irreducibility and proximality.

2. Definitions and notation

Fors > 0, we denote(s) = lim, (E| A1 - -- A,]|*)¥", ando = sup(s > 0; k(s) < +o0}. Throughout this note,
we assume that (see [2,7])

1
o >0, EIog||AI1|| <oo, Elog|Bi|l <oco, «=Ilim=E[log|A1A2---A,|]<O0. ©
n

Then, Eq. (1) has a unique stationary solution (see [1]) that has the same law as the random variable
o0
R = Z A1A2--- Ap_1Bxk.
k=1

Letn denote the law ofA1, By), S, its supportin the groupl = G x R of affine transformations — Ax + B
onR4, andr;, be the semi-group generated &y Similarly, letu be the law ofA1 (i is the projection of) onG),
S, its support and’, the semi-group it generates.

Following [8], we consider the row vectors Bf' and the right-hand side action 6fon the unit spherg9—1:
for all x € S~1 anda € G, the action ofz onx is denoted by - « that is equal toca || xa| ~1.

The semi-groug, is said to barreducibleif it has no invariant non-trivial sub-space. It is said togseximal
(see [3)) if for allv andv’ in the projective spacB?~1 = P(R¥) (corresponding to row vectors) there is a sequence
(an) In I, such that lim 8 (va,, v'a,) = 0, wheres is a distance oP?=1, Finally, I, is said to beexpandingor
contractingif it has at least one element with spectral radgreater or less than one, respectively_jifis all at
once irreducible, proximal and expanding, it is said to satxfyndition i-p-e

3. The main theorem

Theorem 3.1.Letd > 2and(A,, B,) in A be a sequence of iid random variable satisfying Condifon Suppose
in addition that

(i) The semi-groug’, generated by the support of the lanof A, satisfies condition i-p-e.
(i) The semi-groug, has no invariant salient closed convex cone with non empty interior.
(i) The semi-groud’;, generated by the support of the layof (A1, B1) has no fixed point iR

Then equatiort (s) = 1 has a unique positive solutianon 0, o .
If in addition E[||A1]| logdet|A1|] > —oo and there is & > 0 such thaff|| By ||* T < oo, then for allx € S¢—1
we have
lim “P(xR >1t) =/le.(x), (2)

t——+00

where? > 0 ande, is a positive symmetric continuous functionSstr 2.

In [8], a similar result is proved for non-negative medss. This case is out of the scope of our theorem because
of assumption (ii). Actually, the proof of [8] can be extended to the case when the semifgrdigs an invariant
cone. Therefore our result is the complement of that of [8].

In [10], the assumption made on the coefficidntis that the Markov chaiX,, = Xg - A1 - -- A, onS?~1 must
hit any open subset for any starting poXig = x. Our conditions (i) and (ii) are much weaker. Indeed take for
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instance a probabilitye with two atomsa anda’, a being a positive matrix and’ a negative matrix. Then the
Markov chain(X,) starting from any positive or negative vector will never hit the set of vectors that are neither
negative nor positive. It is not difficult to exhibit such examples satisfying conditions (i) and (ii). For instance, set
d=2,1u=8,+84,)/2and

(21 (15 -1/5
“‘(0 1)’ “‘(—1/5 0 >

Then the semi-group, satisfies our hypotheses but not that of [10].

Our theorem also enables us to answer an open problem stated by Kesten in [8], hatehy:2, setm and
m2 two positive matrices anat3 a rotation. Takeu = p18y,, + p28m, + p3dms With p; > 0and p1 + po + p3=1.
Is the limit(2) still valid? This is out of the scope of the result of [8] as a non-trivial rotation is not a non-negative
matrix. Our result enables us to answer positively this question when thedyatigwhereé is the angle of the
rotationms) is different from Omod 12 and is either irrational or of the forrgRk 4+ 1)/n, wherek andn are
integers.

Under ConditionC) and if the law ofB is arbitrary with compact supportpnditions (ii) and (i) can be shown
to be necessary for the validity of the conclusion of our theorem. Alsgexpanding, irreducible and contracting
are necessary conditions, but proximality is not. etz A" (r > 2) be the set of-tuples(g) = (g1, ..., g-) such
that the semi-group,) C A generated by, ..., g- satisfies the above necessary conditions, and/ldie the
subset ofV, whererl,) is also proximal. Il is Zariski dense im4, contracting, and satisfies (i), then it can be
shown, using [5], thatg) € U,. Then,U, contains a dense open subset of full Haar measu¥&.iin particular,
distributions of the formy = "7 _; pi8,, with r > 2, ] pi > 0, « < 0 and(g) € U, satisfy the conclusion of our
theorem. For these distributions and from a generic pafintew, the conditions of our theorem are also necessary.

4. Sketch of the proof

Our proof follows the same steps as in [10] but uses the new tools given in [6]. The key point is to derive a

renewal equation satisfied hyx, 1) = e’ foer P(x R > u) du and to prove that the renahtheorem for functionals
of a Markov chain given in [9] applies.
The first step is to study the opera®@rdefined on the projective spag¥ ! by

Pf@) =E[lvA1ll“ f(vAD)].

It is proved in [6] that under the assumptions of our theorem, its spectral radius is 1 and it has a unique corre-
sponding continuous eigenfunctien, which is positive. Hence we can define a Markovian operatoPén’
by:

Qf(v):

oy EllvAsl e @A f oAy

Under our assumptior® has a spectral gap on a space of Holder functions.
The second step is to prove that the oper@atefined orS¢~1 by:

Of (x) = E[llxA1]“ec (RA1) f (x - AD)],

ec(X)
wherex is the projective image of, has the same properties@sand in particular that is has a unique invariant
probability. Assumption (ii) is essential for this uniqueness.
Then we prove that the renewal theorem of [9] applies to the following opera®fonx R:

Of (x,1) = E[llxA1l“ec (¥ A1) f(x - A1, 7 — logllx A]l)].

1
ec(X)
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This gives us Eq. (2) with a non-negative constanio prove that is actually positive requires a detailed study
of the operator defined b@ on spaces of functions with controlled growth at infinity. Here again, we follow the
original idea of [10].
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