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Abstract. We identify the zero dispersion limit of a solution of the Benjamin–Ono equation on the line
corresponding to every initial datum in L2(R)∩L∞(R). We infer a maximum principle and a local smoothing
property for this limit. The proof is based on an explicit formula for the Benjamin–Ono equation and on the
combination of calculations in the special case of rational initial data, with approximation arguments. We
also investigate the special case of an initial datum equal to the characteristic function of a finite interval,
and prove the lack of semigroup property for this zero dispersion limit.

Résumé. Nous identifions la limite à faible dispersion d’une solution de l’équation de Benjamin-Ono sur la
droite correspondant à toute donnée initiale de carré intégrable et bornée. Nous en déduisons un principe
du maximum et une propriété de régularisation locale pour cette limite. La démonstration est fondée sur une
formule explicite pour l’équation de Benjamin–Ono et sur la combinaison de calculs dans le cas particulier
de données initiales rationnelles avec des arguments d’approximation. Nous étudions également le cas
particulier d’une donnée initiale égale à la fonction caractéristique d’un intervalle de longueur finie, et
démontrons que cette limite à faible dispersion ne vérifie pas la propriété de semi-groupe.
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1. Introduction

We consider the Benjamin–Ono equation on the line with a small dispersion ε> 0,

∂t uε+∂x

[(
uε

)2
]
= ε∂x |D|uε , uε(0, x) = u0(x) , (1)

where u0 ∈ L2(R) and is real valued. It is well known [18, 25] that equation (1) has a global solution
uε ∈ C (R,L2(R)), which is characterized as the strong limit of smooth solutions with any initial
data approximating the initial datum u0 strongly in L2(R), and that the L2 norm ∥uε(t )∥L2(R) is
independent of the time variable t .
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Our purpose is the description of the weak limit of uε(t ) in L2(R) as ε→ 0. Such a problem is
delicate even for smooth data u0, because the formal limit of equation (1) as ε tends to 0 is the
inviscid Burgers–Hopf equation [5, 17]

∂t u +∂x
(
u2)= 0 ,

which is well known to display singularities in finite time. In fact, numerical simulations — see
e.g. [8] — show that, near such singularities, the solution uε display very strong oscillations as ε
tends to 0, so that the weak limit of uε, if it exists, is very difficult to identify.

This zero–dispersion limit problem was first addressed by Lax and Levermore [20–22] in the
case of the Korteweg–de Vries equation,

∂t vε+∂x

[(
vε

)2
]
= ε∂3

x vε , vε(0, x) = v0(x) , (2)

using the integrability of this equation and the inverse scattering transform for the Lax operator.
Lax–Levermore’s pioneering work initiated a series of remarkable results describing vε for special
initial data v0, under various assumptions on the spectral theory of the corresponding Lax
operator, see in particular [6, 7, 16, 28] and references therein. All these references have in
common the use of the inverse scattering theory and the study of a related Riemann–Hilbert
problem, for describing the solution vε, and consequently depend on strong assumptions on the
initial data through the spectral theory of its Lax operator — here, a Schrödinger operator.

Let us also mention recent approaches to similar problems for the Fermi–Pasta–Ulam chain [9]
on a wide range of time and energy scales. We refer to [10] for a connection to the zero–dispersion
limit for the KdV equation (2).

In the case of the Benjamin–Ono equation (1) on the line, much less is known, with the
notable exceptions of [23, 24]. Again, these references use the inverse scattering theory for the
Lax operator inherited from the integrability of the Benjamin–Ono equation. The case of the
Benjamin–Ono equation with periodic boundary conditions was studied in [11, 12] where the
inverse spectral theory of [14] was used to establish an explicit description of the zero dispersion
limit in the case of bell–shaped data. Furthermore, in [11], an explicit formula proved in [13]
was used to prove the existence of a zero–dispersion limit for every initial datum in L∞(T). This
suggests that the results of [13] could also be used for the zero–dispersion limit on the line. This
is the purpose of this paper, where we prove general results on the zero–dispersion limit of (1)
without using the inverse spectral theory of the Lax operator.

1.1. Statement of the results

Our first main result is the following.

Theorem 1. As ε → 0, the solution uε(t ) of (1) converges weakly in L2(R) to some function
Z D[u0](t ) for every t ∈R. The mapping

u0 ∈ L∞(R)∩L2(R) 7→ Z D[u0]

has the following properties.

(1) For every t ∈ R, ∥Z D[u0](t )∥L2 ≤ ∥u0∥L2 , and Z D[u0] is continuous on R with values in
L2(R) endowed with the weak topology.

(2) If uδ
0 converges strongly to u0 in L2(R) as δ→ 0, with a uniform bound on ∥uδ

0∥L∞ , then,
for every t ∈R, Z D[uδ

0 ](t ) converges to Z D[u0](t ) weakly in L2(R).

The above theorem is already quite surprising compared to what is known for the KdV
equation. Indeed, as far as we know, the existence of a weak limit for every time and for every
initial datum v0 ∈ L∞(R) ∩ L2(R) is an open problem for equation (2). Coming back to the
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Figure 1. The crossing of characteristics

Benjamin–Ono equation, recall that a similar result was proved on the torus in [11]. In fact, on
the line, one can go much further in the description of the zero dispersion limit. Under a slight
additional assumption on the regularity of u0, we can relate the zero dispersion limit Z D[u0] to
the multivalued solution of the inviscid Burgers–Hopf equation with initial datum u0.

Theorem 2. In the conditions of Theorem 1, assume moreover that u0 is a C 1 function tending
to 0 at infinity as well as its first derivative. For every t ∈ R, the set Kt (u0) of critical values of the
function

y ∈R 7→ y +2tu0(y)

is a compact subset of measure 0. For every connected component Ω of Kt (u0)c , there exists a
nonnegative integer ℓ such that, for every x ∈Ω, the equation

y +2tu0(y) = x

has 2ℓ+1 simple real solutions

y0(t , x) < y1(t , x) < ·· · < y2ℓ(t , x) ,

and the zero dispersion limit is given by

Z D[u0](t , x) =
2ℓ∑

k=0
(−1)k u0

(
yk (t , x)

)
. (3)

Remarks 3.

(1) Formula (3) was proved by Miller–Wetzel [23] – see also Miller–Xu [24] — in the special
case of a rational Klaus–Shaw initial potential, and by Gassot [11, 12] in the special case of
a general bell shaped initial potential with periodic boundary conditions, using inverse
spectral theory for the Lax operator. Here we use a different approach and we have
essentially no constraint on the initial datum u0.

(2) As soon as several characteristics are crossing at a point (t , x), the function u = Z D[u0]
given by (3) is not a weak solution of the inviscid Burgers–Hopf equation

∂t u +∂x
(
u2)= 0

in a neighborhood of (t , x), hence the convergence of uε to u cannot be strong in L2
loc,

confirming the strong oscillations detected by numerical simulations [8]. We refer to the
end of Section 3 for more detail about this lack of compactness.
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(3) Formula (3) was introduced by Y. Brenier in [1–3] to approximate the entropic solu-
tion [19, 27] of the inviscid Burgers–Hopf equation. This formula has the following weak
version. For every test function ϕ on R,∫

R
Z D[u0](t , x)ϕ(x)d x =

∫
R
ϕ

(
y +2tu0(y)

)
u0(y)

(
1+2tu′

0(y)
)

d y . (4)

as can be easily deduced by making the change of variable y = yk (t , x) on each branch of
the solutions y +2tu0(y) = x.

A striking consequence of Theorem 2 is the following maximum principle.

Corollary 4. For every u0 ∈ L∞(R)∩L2(R), for every t ∈R,

essinfu0 ≤ essinfZ D[u0](t ) ≤ esssupZ D[u0](t ) ≤ esssupu0 .

Contrary to what is known about the inviscid limit of the Burgers–Hopf equation [19, 27],
where the maximum principle is inherited from the parabolic structure, the above maximum
principle is surprising, because similar estimates do not hold for the solution uε of the Benjamin–
Ono equation for a given ε > 0. In fact, for periodic boundary conditions, one can even prove
that the Benjamin–Ono flow map may lose up to 1/2 derivatives in the Cα regularity (see [15,
Section 4]).

Another consequence of Theorem 2 is an alternative characterization of the weak limit Z D[u0](t ),
which leads to a local smoothing property.

Corollary 5. For every u0 ∈ L∞(R) ∩ L2(R), for every t ∈ [−T,T ], the distributional derivative
2t∂x Z D[u0](t ) is the measure

2t∂x Z D[u0](t , x) = 1−µ2tu0 ,

where we have set, for every real valued function f ∈ L∞(R),∫
R
ϕ(x)dµ f (x) :=

∫
R
ϕ

(
y + f (y)

)
d y .

This measure has a bounded total variation on every finite interval of R. In particular, for every
t ̸= 0, for every s < 1

2 , Z D[u0](t ) ∈ H s
loc(R).

Finally, the combination of Theorem 1 and Theorem 2 allows us to calculate Z D[u0] for discon-
tinuous functions u0, for instance if u0 is the characteristic function of a finite interval. See sec-
tion 5 below.

1.2. Structure of the paper

This paper is organized as follows. In Section 2, we prove Theorem 1 by using an explicit formula
recently derived for the initial value problem of the Benjamin–Ono on the line [13]. Assuming
the initial datum u0 to be L∞, it is possible to pass to the limit in this formula as ε tends to 0
and to obtain a formula for the zero–dispersion limit Z D[u0](t ), using the Toeplitz operator of
symbol u0 acting on the Hardy space L2+(R), see formula (7) below. In Section 3, we transform
formula (7) in the case of a rational initial datum u0 into a linear system on CN+1, where 2N is
the degree of the denominator of u0, and we obtain the formula (3) in this case. We also prove
that the weak limit to Z D[u0](t ) is not strong in the case of three crossing characteristics. In
Section 4, we prove Theorem 2 in its whole generality, and we infer Corollary 4 and Corollary 5.
Finally, in Section 5, we describe the zero–dispersion limit Z D[u0] when u0 is the characteristic
function of the interval ]−1,1[, and we prove that the map t 7→ Z D[ . ](t ) is not a semigroup of
transformations of L2(R)∩L∞(R).
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2. Proof of Theorem 1

We first recall the notation from [13]. Here D denotes −i∂x , Π denotes the orthogonal projector
1D ≥0 from L2(R) onto the Hardy space

L2
+(R) := {

f ∈ L2(R) :∀ ξ< 0, f̂ (ξ) = 0
}

,

where f̂ denotes the Fourier transform. We recall that L2+(R) identifies to holomorphic fonctions
f in the upper half plane with

sup
y >0

∫
R

∣∣ f
(
x + i y

)∣∣2 d x <+∞ .

We denote by G the adjoint operator, on L2+(R), of the multiplication by x. The domain of G
consists of those functions f in L2+(R) such that the restriction of f̂ to ]0,+∞[ belongs to the
Sobolev space H 1. Furthermore, for any function f ∈ L2+(R) such that the restriction of f̂ to ]0,1[
belongs to H 1(]0,1[), we set

I+( f ) = f̂
(
0+

)
.

Finally, for b ∈ L∞(R) Tb denotes the Toeplitz operator defined on L2+(R) by Tb( f ) =Π(b f ). This
operator is bounded, with ∥Tb∥ = ∥b∥L∞ , and is selfadjoint if b is real valued.

From [13], we know that, if w0 ∈ L∞(R)∩L2(R) and is real valued, the solution of the initial
value problem for the Benjamin–Ono equation,

∂s w +∂x
(
w2)= ∂x |D|w , w(0, x) = w0(x) (5)

is given by

w(s, x) =Πw(s, x)+Πw(s, x) , x ∈R ,

where, for every complex number z with Im(z) > 0,

Πw(s, z) = 1

2iπ
I+

[(
G −2s(D −Tw0 )− zId

)−1 (Πw0)
]

. (6)

We recall [13] that the resolvent in the right hand side of formula (6) is well defined. Indeed, on
the other hand, the operator G −2sD has the following dissipation property,

∀ f ∈ Dom(G −2sD) , Im
〈

(G −2sD) f
∣∣ f

〉≤ 0 ,

and is maximal, in the sense that G − 2sD − zId : Dom(G − 2sD) → L2+(R) is invertible for every
complex number z with Im(z) > 0. On the other hand, the operator 2sTw0 is bounded and self–
adjoint. The claim therefore follows from standard perturbation theory.

From a simple scaling argument, the solution uε of (1) is given by

uε(t , x) = εw(εt , x) ,

where w(s, x) is the solution of (5) with w0(x) = ε−1u0(x). Therefore we can write

uε(t , x) =Πuε(t , x)+Πuε(t , x) , x ∈R ,

where, for every complex number z with Im(z) > 0,

Πuε(t , z) = 1

2iπ
I+

[(
G −2εtD +2tTu0 − zId

)−1 (Πu0)
]

.

On the other hand, recall that the L2 norm of uε(t ) is independent of t , equal to the L2 norm of
u0, so there exists a subsequence ε j tending to 0 such that uε j (t ) has a weak limit in L2(R). We
claim that all these weak limits coincide.
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Lemma 6. For every t ∈R, uε(t ) converges weakly in L2(R) to u(t ), with

u(t , x) =Πu(t , x)+Πu(t , x) , x ∈R ,

where, for every complex number z with Im(z) > 0,

Πu(t , z) = 1

2iπ
I+

[(
G +2tTu0 − zId

)−1 (Πu0)
]

. (7)

Proof. Since u ∈ L2(R) 7→Πu(z) ∈C is a continuous linear form for every complex number z with
Im(z) > 0, it is enough to characterize Πu(t , z) for Im(xz) > 0, and even for Im(z) big enough, by
analytic continuation. We observe that, for Im(z) > 2|t |∥u0∥L∞ , the resolvent of G −2εtD +2tTu0

converges strongly to the resolvent of G+2tTu0 as ε→ 0. Indeed, by standard perturbation theory,
it is enough to check that the resolvent of G − 2εtD converges to G , with a uniform bound by
(Im(z))−1 if Im(z) > 0, and this is immediate from the following explicit formula,

ĥε(ξ) = i
∫ ∞

ξ
f̂ (η)eiεt(η2−ξ2)+i z(η−ξ) dη .

for hε := (G −2εtD − zId)−1 f .
Furthermore, from the equation

i∂ξ f̂ ε(ξ)− (2εtξ+ z) f̂ ε(ξ) = ĝ ε(ξ) , gε :=Πu0 −2tTu0 fε , ξ> 0 ,

we observe that the Fourier transform of

fε =
(
G −2εtD +2tTu0 − zId

)−1 (Πu0)

is uniformly bounded in H 1(]0,1[) as ε tends to 0.
Consequently, if Im(z) > 2|t |∥u0∥L∞ , we have

Πuε(t , z) −→ 1

2iπ
I+

[(
G +2tTu0 − zId

)−1 (Πu0)
]

.

Therefore, by analytic continuation, for every z such Im(z) > 0,

Πu(t , z) = 1

2iπ
I+

[(
G +2tTu0 − zId

)−1 (Πu0)
]

.

which is (7). From formula (7), a similar argument allows us to prove properties (1) and (2) in
Theorem 1. □

Remark 7.

(1) Notice that it is not so easy to estimate the L2 norm of u(t ) from formula (7). However,
we know that it is bounded by the L2 norm of u0 because of the L2 conservation law for
the Benjamin–Ono equation.

(2) The above arguments also show that, for any convergent sequence tε of real numbers,
uε(tε) is weakly convergent in L2 to u(limε→0 tε). Consequently, for every T > 0, uε is
uniformly convergent to u in C ([−T,T ],L2

w (R)), where L2
w (R) is L2(R) endowed with the

weak topology.
(3) If the initial datum u0 is replaced by a sequence uε

0 strongly convergent to u0, with a
uniform bound in L∞, the above arguments show that uε(t ) is still weakly convergent to
Z D[u0](t ).

3. Proof of Theorem 2 for a rational initial datum

In this section, we prove formula (3) if u0 is a rational function with real coefficients, with no pole
on the real line,

u0(y) = P0(y)

Q0(y)
,
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where, for some positive integer N , Q0 is a monic real polynomial of degree 2N , and P0 is a
real polynomial of degree at most 2N − 1. With no loss of generality, we may assume — by an
approximation argument in formula (7), thanks to property (2) of Theorem 1—, that Q0 has only
simple poles in the complex domain, so that

u0(y) =
N∑

j=1

c j

y −p j
+ c j

y −p j
, Im(p j ) > 0 , Πu0(y) =

N∑
j=1

c j

y −p j
.

Set u(t ) := Z D[u0](t ). We calculate directly u(t , x) = Πu(t , x)+Πu(t , x) for x ∈ R. Recall that,
according to formula (7), for Im(z) > 0,

Πu(t , z) = 1

2iπ
I+

[(
G +2tTu0 − zId

)−1 (Πu0)
]

.

Notice that the algebraic equation y +2tu0(y) = z is equivalent to

yQ0(y)− zQ0(y)+2tP0(y) = 0 ,

which is an equation of degree 2N +1. Hence, if z = x ∈ R, it has an odd number 2ℓ(t , x)+1 of
real zeroes. Discarding only a finite set of points x for a given t , we may consider the case where
ℓ(t , x) = ℓ ∈Z≥0 and where these zeroes are simple, ordered as

y0(t , x) < y1(t , x) < ·· · < y2ℓ(t , x) ,

so that the derivative of y +2tu0(y) at y = yk (t , x) has the sign of (−1)k . Denote the other zeroes
of this equation in the complex domain by

ym(t , x),m = 2ℓ+1, . . . , 2N ,

with Im(y2p (t , x)) > 0 and y2p−1(t , x) = y2p (t , x) if p = ℓ + 1, . . . , N . The Cauchy–Riemann
equations and the implicit function theorem show that, at z = x ∈R,

∂Im(yk (t , z))

∂Im(z)
= ∂Re(yk (t , z))

∂Re(z)
= 1

1+2tu′
0(yk (t , x))

which has the sign of (−1)k . If x is shifted into the upper half plane to a complex number z with
a small positive imaginary part, we infer

Im
(
y2k (t , z)

)> 0 , Im(y2p−1(t , z)) < 0 , k = 0, . . . , N , p = 1, . . . , N .

For such a complex number z, let us calculate

ft ,z := (
G +2tTu0 − zId

)−1 (Πu0) .

It turns out that ft ,z is a rational function. Indeed, for any function f in L2+(R), we have

G f (y) = y f (y)+ 1

2iπ
I+( f ) , Tu0 f (y) = u0(y) f (y)−

N∑
j=1

c j
f (p j )

y −p j
.

The first identity is a consequence of the Fourier representation of G and of the jump formula
at ξ = 0 for distributional derivatives. The second identity comes from the following standard
property of Toeplitz operators with rational symbols,

T(y−p)−1 ( f )(y) = f (y)− f (p)

y −p
, Im(p) > 0 .

Hence the equation on ft ,z can be reformulated as(
y − z +2tu0(y)

)
ft ,z (y) = u0(y)+λ(t , z)+

N∑
j=1

µ j (t , z)

y −p j
,
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where λ(t , z), µ j (t , z), j = 1, . . . , N , are complex numbers such that the rational function

ft ,z (y) =
u0(y)+λ(t , z)+∑N

j=1
µ j (t ,z)
y−p j

y − z +2tu0(y)
,

belongs to the Hardy space. This imposes the cancellation of the numerator if y is any of the
zeroes of the denominator in the upper half plane, and therefore leads to the linear system

u0
(
y2k (t , z)

)+λ(t , z)+
N∑

j=1

µ j (t , z)

y2k (t , z)−p j
= 0 , k = 0, . . . , N ,

or, if t ̸= 0,

λ(t , z)+
N∑

j=1

µ j (t , z)

y2k (t , z)−p j
= y2k (t , z)− z

2t
, k = 0, . . . , N . (8)

Then we have

Πu(t , z) = 1

2iπ
I+

(
ft ,z

)=− lim
y →∞ y ft ,z (y) ,

since ft ,z (y) is a rational function of y . In view of the expression of ft ,z , we conclude

Πu(t , z) =−λ(t , z) .

From Cramer’s formulae for the system (8), we have

λ(t , z) = N (t , z)

D(t , z)
,

D(t , z) :=

∣∣∣∣∣∣∣∣∣
1 1

y0−p1
. . 1

y0−pN

1 1
y2−p1

. . 1
y2−pN

. . . . .
1 1

y2N−p1
. . 1

y2N−pN

∣∣∣∣∣∣∣∣∣ ,

N (t , z) := 1

2t

∣∣∣∣∣∣∣∣∣
y0 − z 1

y0−p1
. . 1

y0−pN

y2 − z 1
y2−p1

. . 1
y2−pN

. . . . .
y2N − z 1

y2N−p1
. . 1

y2N−pN

∣∣∣∣∣∣∣∣∣ .

The following lemma follows from elementary manipulations on Cauchy and Vandermonde
determinants.

Lemma 8. Given complex numbers z0, . . . , zN , p1, . . . , pN pairwise distinct, we have∣∣∣∣∣∣∣∣∣
z0

1
z0−p1

. . 1
z0−pN

z1
1

z1−p1
. . 1

z1−pN

. . . . .
zN

1
zN−p1

. . 1
zN−pN

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1

z0−p1
. . 1

z0−pN

1 1
z1−p1

. . 1
z1−pN

. . . . .
1 1

zN−p1
. . 1

zN−pN

∣∣∣∣∣∣∣∣∣

=
N∑
α=0

zα−
N∑

j=1
p j .
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Proof. Using the formula for the Cauchy determinants, we have

A :=

∣∣∣∣∣∣∣∣∣
z0

1
z0−p1

. . 1
z0−pN

z1
1

z1−p1
. . 1

z1−pN

. . . . .
zN

1
zN−p1

. . 1
zN−pN

∣∣∣∣∣∣∣∣∣=
N∑
α=0

(−1)αzαDα

B :=

∣∣∣∣∣∣∣∣∣
1 1

z0−p1
. . 1

z0−pN

1 1
z1−p1

. . 1
z1−pN

. . . . .
1 1

zN−p1
. . 1

zN−pN

∣∣∣∣∣∣∣∣∣=
N∑
α=0

(−1)αDα

with

Dα := ∏
β ̸=α, γ̸=α
β<γ

(
zβ− zγ

)∏
j

(
zα−p j

)
∆ ,

∆ :=
∏

j <k
(
pk −p j

)∏
β, j

(
zβ−p j

) .

Consequently, we are led to evaluate the following quotient of Vandermonde determinants,

A

B
= V (R)

V (Q)
, R(z) := zQ(z) , Q(z) :=

N∏
j=1

(
z −p j

)
,

V (P ) :=

∣∣∣∣∣∣∣∣
P (z0) 1 z0 . zN−1

0
P (z1) 1 z1 . zN−1

1
. . . . .

P (zN ) 1 zN . zN−1
N

∣∣∣∣∣∣∣∣ .

We notice that the linear form V cancels on polynomials of degree at most N − 1, and on the
polynomial P̃ defined as

P̃ (z) :=
N∏
α=0

(z − zα) .

Since

R(z)− P̃ (z) = zQ(z)− P̃ (z) =
(

N∑
α=0

zα−
N∑

j=1
p j

)
zN +C≤N−1[z]

=
(

N∑
α=0

zα−
N∑

j=1
p j

)
Q(z)+C≤N−1[z] ,

we infer that
V (R)

V (Q)
= V

(
R − P̃

)
V (Q)

=
N∑
α=0

zα−
N∑

j=1
p j .

□

Using Lemma 8, we have

λ(t , z) = 1

2t

(
N∑
α=0

y2α(t , z)−
N∑

j=1
p j − z

)
. (9)

In view of the algebraic equation

yQ0(y)− zQ0(y)+2tP0(y) = 0 , Q0(y) =
N∏

j=1

(
y −p j

)(
y −p j

)
,
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we have

z +
N∑

j=1

(
p j +p j

)
=

2N∑
α=0

yα(t , z) . (10)

Now we make z tend to x on the real line, so that yk (t , x) is real for k = 0,1, . . . , 2ℓ, and y2p−1(t , x) =
y2p (t , x) if p = ℓ+1, . . . , N . Consequently,

u(t , x) =−
(
λ(t , x)+λ(t , x)

)
= 1

2t

(
2x +

N∑
j=1

(
p j +p j

)
−2

ℓ∑
α=0

y2α(t , x)−
2N∑

β=2ℓ+1
yβ(t , x)

)
,

= 1

2t

(
x +

ℓ∑
γ=1

y2γ−1(t , x)−
ℓ∑

α=0
y2α(t , x)

)
,

=
2ℓ∑

k=0
(−1)k u0

(
yk (t , x)

)
.

The proof of formula (3) when u0 is rational is complete.

Let us end this section by an elementary observation about formula (3). We claim that, if
ℓ = 1, this alternate sum of solutions of the inviscid Burgers equation is not a solution of the
inviscid Burgers–Hopf equation. Indeed, let us argue by contradiction. Assume ℓ = 1 and that
u satisfies the inviscid Burgers–Hopf equation in some neighborhood V of (t , x) in R2. Writing
vk (t , x) := u0(yk (t , x)) for k = 0,1,2, we observe that ∂t vk +∂x (v2

k ) = 0, hence

∂x
[
(v0 − v1 + v2)2 − v2

0 + v2
1 − v2

2

]= 0

in V . We can reformulate the above identity as

∂x [(v1 − v0)(v1 − v2)] = 0

on V . Since we are dealing with real analytic functions, this identity extends to the whole
connected component of V in the domain W characterized by ℓ= 1. In other words, the function
(v1−v0)(v1−v2) is not depending on x in this domain. Since this function tends to 0 as (t , x) tends
to the boundary of W , we conclude that (v1−v0)(v1−v2) is identically 0, which is a contradiction
since yk (t , x)+2t vk (t , x) = x, while y0(t , x) < y1(t , x) < y2(t , x).

4. Proof of Theorem 2, of the maximum principle and of the local smoothing property

We now consider the case where u0 ∈ L2(R) is continuously differentiable, with |u(x)|+|u′(x)|→ 0
as x →∞. Using a standard mollifier, we may approximate u0 in L2(R)∩C 1

b(R) by a sequence uδ
0 of

functions in H s (R) for any s ∈ R. Since L2 rational functions are dense in H 2(R), we may assume
that uδ

0 is rational. Let t ∈R, and let Kt (u0) be the set of critical values of the function

ft : y ∈R 7→ y +2tu0(y) ∈R .

By the Sard theorem, Kt (u0) has zero Lebesgue measure. Furthermore, since 1+2tu′
0(y) → 1 as

y →∞, the set of critical points of ft is compact, so that its image Kt (u0) by ft is compact too. Let
Ω be any connected component of Kt (u0)c . Let ℓ be the nonnegative integer such that, for every
x ∈Ω, the equation y +2tu0(y) = x has 2ℓ+1 solutions, denoted by

y0(t , x) < ·· · < y2ℓ(t , x) .

Let ω be any open subinterval ofΩ such that ω is compact. For δ small enough, ω does not meet
Kt (uδ

0 )c , and, for every x ∈ω, the equation

y +2tuδ
0 (y) = x
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has exacly 2ℓ+1 solutions,
yδ0 (t , x) < ·· · < yδ2ℓ(t , x) .

Furthermore, for every k ∈ {0,1, . . . , 2ℓ}, yδk (t , x) → yk (t , x) as δ→ 0. From Section 3, we know that,
for x ∈ω,

Z D
[

uδ
0

]
(t , x) =

2ℓ∑
k=0

(−1)k uδ
0

(
yδk (t , x)

)
.

Passing to the weak limit in L2(ω) as δ→ 0, we infer, for almost every x ∈ω,

Z D[u0](t , x) =
2ℓ∑

k=0
(−1)k u0

(
yk (t , x)

)
.

Since ω is an arbitrary relatively compact subinterval ofΩ, this proves formula (3).

We now come to the proof of Corollary 4. First consider the case where u0 is continuously
differentiable with |u0(x)|+|u′

0(x)|→ 0 as x →∞, as in Section 4. Let us come back to formula (3),

u(t , x) =
2ℓ∑

k=0
(−1)k u0

(
yk (t , x)

)
where y0(t , x) < ·· · < y2ℓ(t , x) are the solutions of y + 2tu0(y) = x. In view of the monotonicity
of the sequence k 7→ yk (t , x), we infer the monotonicity of the sequence k 7→ u0(yk (t , x)).
Consequently, we have

min
0≤k ≤2ℓ

u0
(
yk (t , x)

)≤ 2ℓ∑
k=0

(−1)k u0
(
yk (t , x)

)≤ max
0≤2ℓ

u0
(
yk (t , x)

)
and finally

min
y ∈R

u0(y) ≤ u(t , x) ≤ max
y ∈R

u0(y) ,

which is the claimed maximum principle.
The general case of u0 ∈ L∞(R)∩L2(R) follows by applying a standard mollifier to u0 and using

property (2) in Theorem 1.
Finally, let us prove Corollary 5. Let us first assume that u0 is continuously differentiable with
|u0(x)| + |u′

0(x)| → 0 as x → ∞. Using the weak version (4) of formula (3), we have, for every
ϕ ∈C 1(R) with compact support,〈

2t∂x Z D[u0](t ),ϕ
〉=−2t

∫
R

u0(y)ϕ′(y +2tu0(y))(1+2tu′
0(y))d y

= 2t
∫
R

u′
0(y)ϕ

(
y +2tu0(y)

)
d y

=
∫
R

[
d

d y

(∫ y+2tu0(y)

−∞
ϕ(s)d s

)
−ϕ(

y +2tu0(y)
)]

d y

=
∫
R
ϕ(s)d s −

∫
R
ϕ(y +2tu0(y))d y .

By mollifying u0, this statement still holds if u0 ∈ L∞(R)∩ L2(R). We infer that, for every u0 ∈
L∞(R)∩L2(R),

2t∂x Z D[u0](t ) = 1−µ2tu0 ,
∫
R
ϕ(y)dµ f (y) :=

∫
R
ϕ

(
y + f (y)

)
d y . (11)

Notice that µ f ([−R,R]) ≤ 2(R+∥ f ∥∞). This proves the first claim of Corollary 5. The second claim
is a consequence of the Sobolev embedding

BVloc(R) ⊂ H s
loc(R)

for every s < 1
2 .



630 Patrick Gérard

x

u0(x)

−1 1

1

Figure 2. The datum at t = 0

Remark 9. Equation (11) implies a one–sided Lipschitz condition for Z D[u0](t ). This property
is well-known for entropic solutions of the inviscid Burgers–Hopf equation [4, 26].

5. A special case and the lack of semigroup property

In this section, we consider the case where u0 is the characteristic function of a finite interval.
We are going to calculate Z D[u0] by approximating u0 by a sequence of compactly supported C 1

functions. An alternative method would be to use formula (11) above.

Theorem 10. Let u0 be the characteristic function of ]− 1,1[. Then Z D[u0] can be described as
follows. If t ∈]0,1],

Z D[u0](t , x) =


0 if x ∈ ]−∞,−1]∪ ]2t +1,+∞[
x+1
2t if x ∈ ]−1,2t −1]

1 if x ∈ ]2t −1,1]

1− x−1
2t if x ∈ ]1,2t +1] .

If t ∈]1,+∞[,

Z D[u0](t , x) =


0 if x ∈ ]−∞,−1]∪ ]2t +1,+∞[
x+1
2t if x ∈ ]−1,1]

1
t if x ∈ ]1,2t −1]

1− x−1
2t if x ∈ ]2t −1,2t +1] .

Furthermore, Z D[u0](−t ,−x) = Z D[u0](t , x).

Proof. We use property (2) of Theorem 1 and Theorem 2. We approximate u0 by the following
smooth function uδ

0 as δ→ 0+.

uδ
0 (x) =

{
0 if x ∈]−∞,−1−δ]∪ [1+δ,+∞[

1 if x ∈ [−1,1]

and uδ
0 is strictly increasing from 0 to 1 on the interval [−1−δ,−1], strictly decreasing from 1

to 0 on the interval [1,1+ δ]. Let assume t ∈]0,1]. Given x ∈ R, the solutions of the equation
y +2tuδ

0 (y) = x are as follows
If x <−1−δ, the only solution is yδ0 (t , x) = x and therefore

Z D
[

uδ
0

]
(t , x) = uδ

0

(
yδ0 (t , x)

)
= 0 .
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x

u(t , x)

−1
2t −1• •

1
2t +1

1

Figure 3. The weak limit at t ∈]0,1[

x

1

u(1, x)

−1 1 3
••

Figure 4. The weak limit at t = 1

x

u(t , x)

−1 1 2t −1 2t +1

1
t

• •

Figure 5. The weak limit at t ∈]1,+∞[

If −1 < x < 2t−1, there exists only one solution yδ0 , it is simple and it belongs to ]−1−δ,−1[. Then

Z D[uδ
0 ](t , x) = uδ

0

(
yδ0 (t , x)

)
= x − yδ0

2t
.

If 2t−1 < x < 1, there exists only one solution yδ0 (t , x) = x−2t , it is simple and it belongs to ]−1,1[.
Then

Z D
[

uδ
0

]
(t , x) = uδ

0

(
yδ0 (t , x)

)
= 1 .
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If 1+δ< x < 1+2t is outside a set of measure 0, there exist three simple solutions yδ0 (t , x) = x−2t ,
yδ1 (t , x) ∈]1,1+δ[ and yδ2 (t , x) = x. Then

Z D
[

uδ
0

]
(t , x) =

2∑
k=0

(−1)k uδ
0

(
yδk (t , x)

)
= 1− x − yδ1 (t , x)

2t
.

If 1+2t < x, then there exists only one solution y0δ(t , x) = x and

Z D
[

uδ
0

]
(t , x) = uδ

0

(
yδ0 (t , x)

)
= 0 .

Finally, passing to the limit as δ→ 0 by keeping in mind that

0 ≤ Z D
[

uδ
0

]
≤ 1

in view of the maximum principle, we obtain the result.
The case t > 1 can be handled similarly. Finally, the formula

Z D[u0](−t ,−x) = Z D[u0](t , x)

follows from the fact that u0 is even and therefore that the solution uε of (1) satisfies uε(t , x) =
uε(−t ,−x). □

We conclude this section by observing that the map Z D does not satisfy the semigroup
property. More precisely, we show on the above example that, in general,

Z D[Z D[u0](t )](s) ̸= Z D[u0](t + s) .

Let us choose t = 1 and s > 0 in the above example. Then, according to Theorem 10,

Z D[u0](1, x) =


0 if x ∈ ]−∞,−1]∪ ]3,+∞[
x+1

2 if x ∈ ]−1,1]

1− x−1
2 if x ∈ ]1,3] .

Set u1(x) := Z D[u0](1, x). This is a continuous, piecewise linear function, and we can easily
approximate it by C 1 functions by smoothing it in neighbourhoods of x =−1,1,3. Given s ∈]0,1[,
the function y 7→ y +2su1(y) is continuous and strictly increasing, sending ]−∞,−1[ onto itself,
]−1,1[ onto ]−1,2s +1[, ]1,3[ onto ]2s +1,3[ and ]3,+∞[ onto itself. Consequently, we obtain,
after passing to the limit,

Z D[u1](s, x) =


0 if x ∈ ]−∞,−1[∪]3,+∞[

x+1
2(s+1) if x ∈ ]−1,2s +1[

3−x
2(1−s) if x ∈ ]2s +1,3]

0 if x ∈ ]3,+∞[ .

Comparing with the expression of Z D[u0](1 + s, x) from Theorem 10, we conclude that
Z D[Z D[u0](1)](s) ̸= Z D[u0](1+ s) .

Remark 11. As pointed to us by Y. Brenier, this lack of semigroup property can also be proved by
observing that the semigroup associated to the entropic solution [19, 27] of the inviscid Burgers–
Hopf equation is deduced in [1–3] from the map Z D[ . ] through a Trotter formula. If the latter
was a semigroup, it would coincide with the former, which is obviously wrong.
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x

1

Z D[u1](s, x)

−1 2s +1 3
• •

Figure 6. The iteration Z D[Z D[u0](1)](s) for s ∈]0,1[.
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