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Abstract. The work concerns about multiscale McKean–Vlasov stochastic systems. First of all, we prove an
average principle for these systems in the L2 sense. Moreover, a convergence rate is presented. Then we
define the nonlinear filtering of these systems and establish a limit theorem about nonlinear filtering of them
in the L2 sense.

Résumé. Ce travail concerne les systèmes stochastiques McKean–Vlasov multi-échelles. Tout d’abord, nous
prouvons un principe de moyenne pour ces systèmes au sens L2. De plus, un taux de convergence est
présenté. Ensuite, nous définissons le filtrage non linéaire de ces systèmes et établissons un théorème limite
sur le filtrage non linéaire de ces systèmes au sens L2.
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1. Introduction

In this paper, we study the following McKean–Vlasov stochastic system (X ε
t ,Y ε

t ) on Rn ×Rm : for
any T > 0 

dX ε
t = 1

εb(X ε
t )dt + 1p

ε
σ(X ε

t )dBt , 0 ≤ t ≤ T,

X ε
0 = ξ,

dY ε
t = h(X ε

t ,L Q

X ε
t

)dt +dWt , 0 ≤ t ≤ T,

Y ε
0 = 0,

(1)
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where {Bt , t ≥ 0},{Wt , t ≥ 0} are d- and m-dimensional standard Brownian motions defined on a
complete filtered probability space (Ω,F , {Ft }t∈[0,T ],Q), respectively, and mutually independent.
Here these coefficients b : Rn 7→ Rn , σ : Rn 7→ Rn×d and h : Rn × P2(Rn) 7→ Rm are Borel
measurable, ξ is a F0-measurable random variable with E|ξ|2 <∞ and independent of B. and W.,
and L Q

X ε
t

denotes the distribution of X ε
t under the probability measure Q (See Section 2 for the

definition of P2(Rn)). ε is a small parameter which characterizes the ratio of timescales between
processes X ε· and Y ε· .

The system (1) is usually called a multiscale or fast-slow McKean–Vlasov stochastic system,
where X ε,Y ε are fast and slow parts, respectively. These systems are widely used in engineering
and science fields. For these systems, the average principle is an effective tool in capturing the
main behaviors of the slow components while avoiding the complexities caused by the details of
the fast components of them. If h(X ε

t ,L Q

X ε
t

) is independent of L Q

X ε
t

, that is, the system (1) does not

depend on the distribution, about average principles of the system (1) and more general systems
there have been many related results (cf. [3, 4, 6]). If h(X ε

t ,L Q

X ε
t

) is replaced by h̃(Y ε
t ,L Q

Y ε
t

, X ε
t ),

where h̃ : Rm ×P2(Rm) ×Rn 7→ Rm is Borel measurable, there also have been a lot of average
principle results on the system (1) and more general systems (cf. [1, 8, 10–12, 16]). However, for
the system (1), as far as we know, there are few related average principle results. Therefore, in this
paper, we establish an average principle for the system (1). Concretely speaking, we prove that
for 0 < γ< 1

E sup
t∈[0,T ]

|Y ε
t −Y t |2 ≤C (ε+ε1−γ+εγ),

where

Y t := ht +Wt (2)

and h := ∫
Rn h(x,ν)ν(dx) (See Subsection 3.1 for the definition of ν).

Note that in [2], Gao, Hong and Liu considered the following McKean–Vlasov stochastic system

dX ε,δ
t = 1

εb(X ε,δ
t )dt + 1p

ε
σ(X ε,δ

t )dBt , 0 ≤ t ≤ T,

X ε,δ
0 = ξ,

dY ε,δ
t = ĥ(Y ε,δ

t ,L Q

Y ε,δ
t

, X ε,δ
t ,L Q

X ε,δ
t

)dt +p
δdWt , 0 ≤ t ≤ T,

Y ε
0 = 0,

(3)

where ĥ : Rm ×P2(Rm)×Rn ×P2(Rn) 7→ Rm is Borel measurable and δ > 0 is a small parameter.
There they proved that

E sup
t∈[0,T ]

|Y ε,δ
t −Y 0

t |2 ≤C (1+E|ξ|2)(ε1/3 +δ), (4)

where C > 0 is a constant independent of ε, δ, Y solves the following ordinary differential
equation {

dY 0
t = ĥ(Y 0

t ,LY 0
t
)dt ,

Y 0
0 = 0,

and ĥ(y,µ) := ∫
Rn ĥ(y,µ, x,ν)ν(dx). Comparing the system (3) with the system (1), we find that the

former is more general. But if δ= 1, by (4), we only obtain that

lim
ε→0

E sup
t∈[0,T ]

|Y ε,1
t −Y t |2 ≤C (1+E|ξ|2).

That is, the result in [2] does not cover our result (Theorem 2).
Next, we define the nonlinear filtering of (X ε

t ,L Q

X ε
t

) with respect to {Y ε
s ,0 ≤ s ≤ t } as follows:

πεt (F ) := E
[

F (X ε
t ,L Q

X ε
t

)
∣∣∣ F Y ε

t

]
, F ∈Bb(Rn ×P2(Rn)),
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where F Y ε

t is the Q-augmentation σ-algebra generated by {Y ε
s ,0 ≤ s ≤ t }. And πεt (F ) satisfies a

space-distribution dependent Kushner–Stratonovich equation (cf. [5, 13, 14]). Here we show that
πεt (F ) converges to π(F ) in the L2 sense (See Subsection 3.2 for the definition of π(F )). Note that
if h,F don’t depend on the distribution, our result (Theorem 4) is the same to [7, Theorem 3.1(ii)].
Therefore, our result is more general.

The novelty of this work lies in two folds. The first fold is that we prove an average principle
for the system (1) in the L2 sense. Moreover, a convergence rate is presented, which is important
for numerical simulation. The second fold is that we establish a limit theorem about nonlinear
filtering of the system (1) in the L2 sense. Comparing Theorem 4 with some known results (cf. [10,
11]), we find that our result concerns about the nonlinear filtering of the whole signal process and
better characterizes the asymptotic behavior of the whole system.

This paper is arranged as follows. In the next section, we introduce some notations used in
the sequel. Then the main results are stated in Section 3. The proofs of two main theorems are
placed in Section 4 and 5, respectively. In Section 6, we give an example to explain our results.

The following convention will be used throughout the paper: C , with or without indices, will
denote different positive constants whose values may change from one place to another.

2. Preliminarie

In this section, we introduce some notations used in the sequel.
Let | · | and ∥ · ∥ be norms of vectors and matrices, respectively. Let A∗ be the transpose of the

matrix A.
Let Bb(Rn) be the set of bounded Borel measurable functions on Rn . Let C (Rn) be the space

of continuous functions on Rn , and Cb(Rn) be the collection of functions in C (Rn) which are
bounded.

Let B(Rn) be the Borel σ-field on Rn . Let P (Rn) be the space of probability measures defined
on B(Rn) and P2(Rn) be the collection of the probability measures µ on B(Rn) satisfying

µ(| · |2) :=
∫
Rn

|x|2µ(dx) <∞.

We put on P2(Rn) a topology induced by the following 2-Wasserstein metric:

W2
2(µ1,µ2) := inf

π∈C (µ1,µ2)

∫
Rn×Rn

|x − y |2π(dx,dy), µ1,µ2 ∈P2(Rn),

where C (µ1,µ2) denotes the set of the probability measures whose marginal distributions are
µ1,µ2, respectively. Moreover, if ξ,ζ are two random variables with distributions L Q

ξ
,L Q

ζ
under

Q, respectively,

W2
2(L Q

ξ
,L Q

ζ
) ≤ E|ξ−ζ|2,

where E stands for the expectation with respect toQ.

3. Main results

In this section, we formulate the main results in this paper.

3.1. The average principle for multiscale McKean–Vlasov stochastic systems

In this subsection, we present an average principle for multiscale McKean–Vlasov stochastic
systems.
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Assume:

(H1
b,σ) There is a constant L1 > 0 such that for x1, x2 ∈Rn ,

|b(x1)−b(x2)|2 +∥σ(x1)−σ(x2)∥2 ≤ L1|x1 −x2|2.

(Hh) h is bounded, and there is a constant L2 > 0 such that for any xi ∈Rn ,µi ∈P2(Rn), i = 1,2

|h(x1,µ1)−h(x2,µ2)|2 ≤ L2(|x1 −x2|2 +W2
2(µ1,µ2)).

(H2
b,σ) There exists a constant β> 0 satisfying β> 2L1 such that for xi ∈Rn , i = 1,2,

2〈x1 −x2,b(x1)−b(x2)〉+∥σ(x1)−σ(x2)∥2 ≤−β|x1 −x2|2.

Remark 1. By (H1
b,σ) and (H2

b,σ), it holds that for x ∈Rn ,

2〈x,b(x)〉+∥σ(x)∥2 ≤−α|x|2 +C , (5)

where α :=β−2L1 and C > 0 is a constant.

Under (H1
b,σ) (Hh), the system (1) has a unique strong solution (X ε,Y ε). Then consider the

following stochastic differential equation:{
dX̂ t = b(X̂ t )dt +σ(X̂ t )dB̂ t , 0 ≤ t ≤ T,

X̂ 0 = ξ̂,
(6)

where B̂ is a d-dimensional standard Brownian motion defined on the other complete filtered
probability space (Ω̂,F̂ , {F̂ t }t∈[0,T ],Q̂) and ξ̂ is a F̂ 0-measurable random variable independent

of B̂ . with L Q̂

ξ̂
=L Q

ξ
. Under (H1

b,σ), (6) has a unique strong solution X̂ ξ̂. Moreover, under (H2
b,σ),

by [15, Theorem 3.1], one could obtain that there exists a unique invariant probability measure
ν ∈P2(Rn) for (6). So, for Y defined in (2), we have the following theorem which is the first main
result.

Theorem 2. Suppose that (H1
b,σ), (Hh), (H2

b,σ) hold. Then it holds that for 0 < γ< 1

E sup
t∈[0,T ]

|Y ε
t −Y t |2 ≤C (ε+ε1−γ+εγ). (7)

The proof of the above theorem is placed in Section 4.

Remark 3. Let γ= 1
2 , and we obtain that(

E sup
t∈[0,T ]

|Y ε
t −Y t |2

)1/2

≤Cε1/4.

That is, the convergence rate is 1
4 .

3.2. A limit theorem of nonlinear filtering for multiscale McKean–Vlasov stochastic sys-
tems

In this subsection, we define nonlinear filtering for multiscale McKean–Vlasov stochastic systems
and average systems, and state a limit theorem.

Set

(Λεt )−1 := exp

{
−

∫ t

0
hi (X ε

s ,L Q

X ε
s

)dW i
s − 1

2

∫ t

0

∣∣∣h(X ε
s ,L Q

X ε
s

)
∣∣∣2

ds

}
.

Here and hereafter, we use the convention that repeated indices imply summation. Then by (Hh),
we know that (Λε· )−1 is an exponential martingale. Define a probability measure Q̃ε via

dQ̃ε = (ΛεT )−1dQ,
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and under the probability measure Q̃ε,

Y ε
t =Wt +

∫ t

0
h(X ε

s ,L Q

X ε
s

)ds

is an (Ft )-adapted Brownian motion.
Set for any F ∈Bb(Rn ×P2(Rn))

πεt (F ) := E
[

F (X ε
t ,L Q

X ε
t

)
∣∣∣ F Y ε

t

]
,

where F Y ε

t is the Q-augmentation σ-algebra generated by {Y ε
s ,0 ≤ s ≤ t }, and the Kallianpur–

Striebel formula gives

πεt (F ) = P̃εt (F )

P̃εt (1)
,

where
P̃εt (F ) := Ẽ

[
F (X ε

t ,L Q

X ε
t

)Λεt

∣∣∣ F Y ε

t

]
,

and Ẽ denotes the expectation under the probability measure Q̃ε. Here P̃εt (F ), πεt (F ) are called
the unnormalized filtering and the normalized filtering of (X ε

t ,L Q

X ε
t

) with respect to F Y ε

t , respec-

tively.
Also set for any F ∈Bb(Rn ×P2(Rn))

Λt := exp

{
hi Y i

t −
1

2
|h|2t

}
, F :=

∫
Rn

F (x,ν)ν(dx),

Pt (F ) := Ẽ[FΛt |F Y
t ], πt (F ) := Pt (F )

Pt (1)
.

Then the relationship between πε and π is presented in the following theorem which is the main
result in this subsection.

Theorem 4. Assume that (H1
b,σ), (Hh), (H2

b,σ) hold. Then we have that for any t ∈ [0,T ]

lim
ε→0

E
∣∣∣πεt (F )−πt (F )

∣∣∣2 = 0, F ∈Aη,

where for η> 0 Aη is defined as follows:

Aη :=
{

F ∈C
(
Rn ×P2(Rn)

)
: sup
ε∈(0,1)

sup
t∈[0,T ]

E
∣∣∣F (X ε

t ,L Q

X ε
t

)
∣∣∣2+η <∞, and

∫
Rn

|F (x,ν)|2ν(dx) <∞
}

.

The proof of the above theorem is placed in Section 5.

Remark 5. Theorem 4 can be roughly understood as follows: As ε → 0, E[F (X ε
t ,L Q

X ε
t

) | F Y ε

t ]

converges to “E[F |F Y
t ]” in the L2 sense. This is also reasonable.

Remark 6. It is easy to see that Cb
(
Rn ×P2(Rn)

)⊂Aη.

Remark 7. We mention that if both h and the test function F are independent of µ, Theorem 4
is [7, Theorem 3.1(ii)]. Therefore, our result is more general.

4. Proof of Theorem 2

In this section, we prove Theorem 2. And we begin with some key estimates.

Lemma 8. Under (H1
b,σ) and (H2

b,σ), it holds that for any t ≥ 0

Ê|X̂ ξ̂
t |2 ≤ Ê|ξ̂|2 e−αt +C

α
, (8)

Ê|X̂ ξ̂1
t − X̂ ξ̂2

t |2 ≤ Ê|ξ̂1 − ξ̂2|2 e−βt . (9)
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Proof. By applying the Itô formula to |X̂ ξ̂
t |2 eλ1t with λ1 =α, it holds that

|X̂ ξ̂
t |2 eλ1t = |ξ̂|2 +λ1

∫ t

0
eλ1s |X̂ ξ̂

s |2ds +2
∫ t

0
eλ1s

〈
X̂ ξ̂

s ,b(X̂ ξ̂
s )

〉
ds

+2
∫ t

0
eλ1s

〈
X̂ ξ̂

s ,σ(X̂ ξ̂
s )dB̂ s

〉
+

∫ t

0
eλ1s

∥∥∥σ(X̂ ξ̂
s )

∥∥∥2
ds.

Taking the expectation on two sides, by (5), we have that

Ê|X̂ ξ̂
t |2 eλ1t ≤ Ê|ξ̂|2 +λ1

∫ t

0
eλ1s Ê|X̂ ξ̂

s |2ds +
∫ t

0
eλ1s

(
−αÊ|X̂ ξ̂

s |2 +C
)
ds

≤ Ê|ξ̂|2 +C
∫ t

0
eλ1s ds,

and

Ê|X̂ ξ̂
t |2 ≤ Ê|ξ̂|2 e−αt +C

α
,

which completes the proof of (8).

Next, assume that X̂ ξ̂1
t , X̂ ξ̂2

t are solutions of (6) with the initial values ξ̂1, ξ̂2, respectively. Then
it holds that

X̂ ξ̂1
t − X̂ ξ̂2

t = ξ̂1 − ξ̂2 +
∫ t

0

(
b(X̂ ξ̂1

t )−b(X̂ ξ̂2
t )

)
ds +

∫ t

0

(
σ(X̂ ξ̂1

t )−σ(X̂ ξ̂2
t )

)
dB̂ s .

Applying the Itô formula to |X̂ ξ̂1
t − X̂ ξ̂2

t |2 eλ2t for λ2 = β and taking the expectation on two sides,
we obtain that

Ê|X̂ ξ̂1
t − X̂ ξ̂2

t |2 eλ2t = Ê|ξ̂1 − ξ̂2|2 +λ2Ê

∫ t

0
eλ2s |X̂ ξ̂1

s − X̂ ξ̂2
s |2ds

+2Ê
∫ t

0
eλ2s

〈
X̂ ξ̂1

s − X̂ ξ̂2
s ,b(X̂ ξ̂1

t )−b(X̂ ξ̂2
t )

〉
ds + Ê

∫ t

0
eλ2s

∥∥∥σ(X̂ ξ̂1
t )−σ(X̂ ξ̂2

t )
∥∥∥2

ds

≤ Ê|ξ̂1 − ξ̂2|2 + (λ2 −β)Ê
∫ t

0
eλ2s |X̂ ξ̂1

s − X̂ ξ̂2
s |2ds,

which implies that

Ê|X̂ ξ̂1
t − X̂ ξ̂2

t |2 ≤ Ê|ξ̂1 − ξ̂2|2 e−βt .

The proof is complete. □

Lemma 9. Under (H1
b,σ) and (H2

b,σ), it holds that for any t ≥ 0

W2
2(L Q̂

X̂ ξ̂
t

,ν) ≤ 2e−βt (
Ê|ξ̂|2 +ν(| · |2)

)
. (10)

Proof. Let ζ̂ be a F̂ 0-measurable random variable with L Q̂

ζ̂
= ν. And by the definition of ν, we

know that L Q̂

X̂ ζ̂
t

= ν for any t ≥ 0. So, (9) implies that

W2
2(L Q̂

X̂ ξ̂
t

,ν) =W2
2(L Q̂

X̂ ξ̂
t

,L Q̂

X̂ ζ̂
t

) ≤ Ê|X̂ ξ̂
t − X̂ ζ̂

t |2 ≤ Ê|ξ̂− ζ̂|2 e−βt ≤ 2e−βt (Ê|ξ̂|2 +ν(| · |2)).

□

Lemma 10. Under (H1
b,σ) and (H2

b,σ), it holds that for any t ≥ 0∣∣∣Êh(X̂ ξ̂
t ,ν)−h

∣∣∣2
≤ 2L2 e−βt (

Ê|ξ̂|2 +ν(| · |2)
)

. (11)
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Proof. From the definition of ν and (9), it follows that∣∣∣Êh(X̂ ξ̂
t ,ν)−h

∣∣∣2
=

∣∣∣∣Êh(X̂ ξ̂
t ,ν)−

∫
Rn

h(x,ν)ν(dx)

∣∣∣∣2

=
∣∣∣∣Êh(X̂ ξ̂

t ,ν)−
∫
Rn
Êh(X̂ x

t ,ν)ν(dx)

∣∣∣∣2

≤ Ê
∫
Rn

∣∣∣h(X̂ ξ̂
t ,ν)−h(X̂ x

t ,ν)
∣∣∣2
ν(dx) ≤ L2

∫
Rn
Ê|X̂ ξ̂

t − X̂ x
t |2ν(dx)

≤ L2 e−βt
∫
Rn
Ê|ξ̂−x|2ν(dx) ≤ 2L2 e−βt (Ê|ξ̂|2 +ν(| · |2)),

which completes the proof. □

Proof of Theorem 2. First of all, by (1) it holds that for any t ∈ [0,T ]

|Y ε
t −Y t |2 =

∣∣∣∣∫ t

0

(
h(X ε

s ,L Q

X ε
s

)−h
)
ds

∣∣∣∣2

≤ 2

∣∣∣∣∫ t

0

(
h(X ε

s ,L Q

X ε
s

)−h(X ε
s ,ν)

)
ds

∣∣∣∣2

+2

∣∣∣∣∫ t

0

(
h(X ε

s ,ν)−h
)
ds

∣∣∣∣2

=: I1 + I2.

For I1, the Hölder inequality and (Hh) imply that

E sup
t∈[0,T ]

I1 ≤ 2T L2

∫ T

0
W2

2(L Q

X ε
s

,ν)ds ≤ 2T L2

∫ T

0
W2

2(L Q̂

X̂ ξ̂
s
ε

,ν)ds

(10)≤ 2T L2

∫ T

0
2e−β

s
ε
(
Ê|ξ̂|2 +ν(| · |2)

)
ds

≤ 4T L2β
−1 (

Ê|ξ̂|2 +ν(| · |2)
)
ε. (12)

For I2, we divide it into two parts and obtain that

E sup
t∈[0,T ]

I2 ≤ 4E sup
t∈[0,T ]

∣∣∣∣∣
∫ [ t

δ
]δ

0

(
h(X ε

s ,ν)−h
)
ds

∣∣∣∣∣
2

+4E sup
t∈[0,T ]

∣∣∣∣∣
∫ t

[ t
δ

]δ

(
h(X ε

s ,ν)−h
)
ds

∣∣∣∣∣
2

= I21 + I22, (13)

where δ is a fixed positive number depending on ε and [ t
δ ] denotes the integer part of t

δ .
Let us deal with I21. Some computation implies that

I21 ≤ 4E sup
t∈[0,T ]

∣∣∣∣∣∣
[ t
δ

]−1∑
k=0

∫ (k+1)δ

kδ

(
h(X ε

s ,ν)−h
)
ds

∣∣∣∣∣∣
2

≤ 4

[
T

δ

]
E

[ T
δ

]−1∑
k=0

∣∣∣∣∫ (k+1)δ

kδ

(
h(X ε

s ,ν)−h
)
ds

∣∣∣∣2

≤ 4

(
T

δ

)2

sup
0≤k≤[ T

δ
]−1

E

∣∣∣∣∫ (k+1)δ

kδ

(
h(X ε

s ,ν)−h
)
ds

∣∣∣∣2

= 4

(
T

δ

)2

ε2 sup
0≤k≤[ T

δ
]−1

E

∣∣∣∣∫ δ/ε

0

(
h(X ε

sε+kδ,ν)−h
)
ds

∣∣∣∣2

= 8

(
T

δ

)2

ε2 sup
0≤k≤[ T

δ
]−1

∫ δ/ε

0

∫ δ/ε

r
E〈h(X ε

sε+kδ,ν)−h,h(X ε
rε+kδ,ν)−h〉dsdr. (14)
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Set 0 ≤ r ≤ s ≤ δ/ε

Ψ(s,r ) := E
〈

h(X ε
sε+kδ,ν)−h,h(X ε

rε+kδ,ν)−h
〉

,

and it holds that

Ψ(s,r ) = E
[
E
[
〈h(X ε

sε+kδ,ν)−h,h(X ε
rε+kδ,ν)−h〉

∣∣∣ Fkδ

]]
= E

[
E
[
〈h(X ε,x

sε ,ν)−h,h(X ε,x
rε ,ν)−h〉

]∣∣∣
x=X ε

kδ

]
,

where X ε,x
εs satisfies the following equation

X ε,x
εs = x + 1

ε

∫ εs

0
b(X ε,x

u )du + 1p
ε

∫ εs

0
σ(X ε,x

u )dBu .

Besides, we notice that for 0 ≤ s ≤ δ/ε

X ε,x
εs = x +

∫ s

0
b(X ε,x

εv )dv +
∫ s

0
σ(X ε,x

εv )dB̃ v ,

where B̃ v = 1p
ε

Bεv . Since B̃ is a d-dimensional standard Brownian motion, X ε,x
εs and the solution

X̂ x
s of (6) have the same distributions for 0 ≤ s ≤ δ/ε. Thus,

E
[〈

h(X ε,x
sε ,ν)−h,h(X ε,x

rε ,ν)−h
〉]

= Ê
〈

h(X̂ x
s ,ν)−h,h(X̂ x

r ,ν)−h
〉

= Ê
[〈
Ê
[

h(X̂ x
s ,ν)

∣∣∣ F B̂
r

]
−h,h(X̂ x

r ,ν)−h
〉]

≤
(
Ê

∣∣∣∣Ê[
h(X̂ θ

s−r ,ν)
]∣∣∣
θ=X̂ x

r
−h

∣∣∣∣2)1/2 (
Ê
∣∣∣h(X̂ x

r ,ν)−h
∣∣∣2

)1/2

.

On one hand, by (11) and (8), it holds that(
Ê

∣∣∣∣Ê[
h(X̂ θ

s−r ,ν)
]∣∣∣
θ=X̂ x

r
−h

∣∣∣∣2)1/2

≤C e−β(s−r )/2 (
Ê|X̂ x

r |2 +ν(| · |2)
)1/2

≤C e−β(s−r )/2(1+|x|2 +ν(| · |2))1/2.

On the other hand, (Hh) and (8) imply that(
Ê|h(X̂ x

r ,ν)−h|2
)1/2 =

(
Ê|h(X̂ x

r ,ν)−
∫
Rn

h(u,ν)ν(du)|2
)1/2

≤
(∫
Rn
Ê|X̂ x

r −u|2ν(du)

)1/2

≤C (1+|x|2 +ν(| · |2))1/2.

Combining the two calculations, we have that

E
[〈

h(X ε,x
sε+kδ,ν)−h,h(X ε,x

rε+kδ,ν)−h
〉]

≤C e−β(s−r )/2 (
1+|x|2 +ν(| · |2)

)
,

and

Ψ(s,r ) ≤ C e−β(s−r )/2 (
1+E|X ε

kδ|2 +ν(| · |2)
)=C e−β(s−r )/2

(
1+ Ê|X̂ ξ̂

kδ/ε|2 +ν(| · |2)
)

(8)≤ C e−β(s−r )/2 (
1+ Ê|ξ̂|2 +ν(| · |2)

)
,
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which together with (14) yields that

I21 ≤ 8

(
T

δ

)2

ε2 sup
0≤k≤[ T

δ
]−1

∫ δ/ε

0

∫ δ/ε

r
C e−β(s−r )/2 (

1+ Ê|ξ̂|2 +ν(| · |2)
)

ds dr

≤ 8T 2C
(
1+ Ê|ξ̂|2 +ν(| · |2)

) ε
δ

. (15)

Now we treat I22. Based on (Hh) and the Hölder inequality, it holds that

I22 ≤ 4δE sup
t∈[0,T ]

∫ t

[ t
δ

]δ

∣∣∣h(X ε
s ,ν)−h

∣∣∣2
ds ≤ 4δ

∫ T

0
E
∣∣∣h(X ε

s ,ν)−h
∣∣∣2

ds ≤Cδ. (16)

Finally, collecting (12) (15) (16), one can conclude that

E sup
t∈[0,T ]

|Y ε
t −Y t |2 ≤C (ε+ ε

δ
+δ).

Taking δ= εγ for 0 < γ< 1, we obtain the required estimate. The proof is complete. □

5. Proof of Theorem 4

In this section, we prove Theorem 4. First of all, we make some preparations.

Lemma 11. Under the assumption (Hh), there exists a constant C > 0 such that

E|Pεt (1)|−r ≤ exp{(2r 2 + r +1)C T /2}, r > 1.

Since its proof is similar to that of [9, Lemma 3.6], we omit it.

Proposition 12. Assume that (H1
b,σ), (Hh), (H2

b,σ) hold. Then we have that for any t ∈ [0,T ]

lim
ε→0

E
∣∣∣πεt (F )−πt (F )

∣∣∣2 = 0, F ∈Cb(Rn ×P2(Rn)).

Proof. We divide the proof into two parts. In the first step, we prove the main result. In the
second step, we show a key convergence which is used in the first step.

Step 1. We prove that limε→0E|πεt (F )−πt (F )|2 = 0.
Note that

E|πεt (F )−πt (F )|2 ≤ 2E|πεt (F )−πεt (F )|2 +2E|πεt (F )−πt (F )|2,

and

πεt (F ) = F , πt (F ) = Pt (F )

Pt (1)
= FΛt

Λt
= F .

Thus, we only need to prove
lim
ε→0

E|πεt (F )−πεt (F )|2 = 0.

On one hand, by the result in Step 2, we know that |πεt (F )−πεt (F )| Q→ 0 as ε→ 0. On the other
hand, F and F are bounded. Thus, the bounded dominated convergence theorem yields that

lim
ε→0

E|πεt (F )−πεt (F )|2 = 0.

Step 2. We prove that |πεt (F )−πεt (F )| Q→ 0 as ε→ 0.
By the Hölder inequality, it holds that

E
∣∣∣πεt (F )−πεt (F )

∣∣∣= Ẽ ∣∣∣πεt (F )−πεt (F )
∣∣∣ΛεT ≤

(
Ẽ
∣∣πεt (F )−πεt (F )

∣∣r1
)1/r1 (

Ẽ(ΛεT )r2
)1/r2 ,

where 1 < r1 < 2,r2 > 1, 1/r1 +1/r2 = 1. On one hand, it is not difficult to prove that(
Ẽ(ΛεT )r2

)1/r2 ≤ exp{C T }.
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On the other hand, the Kallianpur–Striebel formula and the Hölder inequality imply that(
Ẽ
∣∣πεt (F )−πεt (F )

∣∣r1
)1/r1 =

(
Ẽ
∣∣Pεt (F )−Pεt (F )

∣∣r1Pεt (1)−r1
)1/r1

≤
(
Ẽ
∣∣Pεt (F )−Pεt (F )

∣∣2
)1/2 (

ẼPεt (1)−2r1/(2−r1)) 2−r1
2r1

≤C
(
Ẽ
∣∣Pεt (F )−Pεt (F )

∣∣2
)1/2

,

where the last inequality is based on Lemma 11.
Next, we are devoted to estimating Ẽ|Pεt (F )−Pεt (F )|2. In order to do this, we take an indepen-

dent copy X̂ ε of X ε, which has the same distribution to that for X ε and is independent of (X ε,W ).
It follows from the Jensen inequality that

Ẽ|Pεt (F )−Pεt (F )|2

= Ẽ
[∣∣∣Ẽ[

F (X ε
t ,L Q

X ε
t

)Λεt

∣∣∣ F Y ε

t

]
− Ẽ

[
FΛεt

∣∣∣ F Y ε

t

]∣∣∣2
]

≤ Ẽ
[
Ẽ

[∣∣∣F (X ε
t ,L Q

X ε
t

)Λεt −FΛεt

∣∣∣2 ∣∣∣F Y ε

t

]]
= Ẽ

[
Ẽ
[

(F (X ε
t ,L Q

X ε
t

)−F )(F (X̂ ε
t ,L Q

X ε
t

)−F )

×exp
{∫ t

0
(hi (X ε

s ,L Q

X ε
s

)+hi (X̂ ε
s ,L Q

X ε
s

))d(Y ε
s )i

− 1

2

∫ t

0

(∣∣h(X ε
s ,L Q

X ε
s

)
∣∣2 + ∣∣h(X̂ ε

s ,L Q

X ε
s

)
∣∣2

)
ds

}∣∣∣F Y ε

t

]]
= Ẽ

[
Ẽ
[

(F (X ε
t ,L Q

X ε
t

)−F )(F (X̂ ε
t ,L Q

X ε
t

)−F )o

×exp
{∫ t

0
(hi

(
X ε

s ,L Q

X ε
s

)+hi (X̂ ε
s ,L Q

X ε
s

)
)

d(Y ε
s )i

− 1

2

∫ t

0

∣∣∣h(X ε
s ,L Q

X ε
s

)+h(X̂ ε
s ,L Q

X ε
s

)
∣∣∣2

ds
}

×exp
{∫ t

0
hi (X ε

s ,L Q

X ε
s

)hi (X̂ ε
s ,L Q

X ε
s

)ds
}∣∣∣F X ε,X̂ ε

t

]]
= Ẽ

[
(F (X ε

t ,L Q

X ε
t

)−F )(F (X̂ ε
t ,L Q

X ε
t

)−F )exp
{∫ t

0
hi (X ε

s ,L Q

X ε
s

)hi (X̂ ε
s ,L Q

X ε
s

)ds
}]

= Ẽ
[

(F (X ε
t ,L Q

X ε
t

)−F )(F (X̂ ε
t ,L Q

X ε
t

)−F )

×
(
exp

{∫ t

0
hi (X ε

s ,L Q

X ε
s

)hi (X̂ ε
s ,L Q

X ε
s

)ds
}
−exp

{∫ t

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
})]

+ Ẽ
[

(F (X ε
t ,L Q

X ε
t

)−F )(F (X̂ ε
t ,L Q

X ε
t

)−F )exp
{∫ t

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
}]

=: J1 + J2. (17)

For J1, by (Hh) it holds that

J1 ≤ 8∥F∥2
∞ e∥h∥2∞T Ẽ

∣∣∣∣∫ t

0

(
hi (X ε

s ,L Q

X ε
s

)−hi
)

hi (X̂ ε
s ,L Q

X ε
s

)ds

∣∣∣∣
where ∥F∥∞ denotes the boundedness of F and we use the fact that |eu −ev | ≤ (eu +ev )|u−v | for
any u, v ∈R. Since X̂ ε and X ε are independent, the ergodicity of X ε yields that

lim
ε→0

J1 = 0. (18)
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For J2, we obtain that for arbitrary small δ> 0

J2 ≤ 4∥F∥2
∞Ẽ

∣∣∣∣exp
{∫ t

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
}
−exp

{∫ t−δ

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
}∣∣∣∣

+
∣∣∣∣Ẽ[Ẽ[(F (X ε

t ,L Q

X ε
t

)−F )
∣∣∣F X ε

t−δ∨F X̌ ε

t

]
(F (X̂ ε

t ,L Q

X ε
t

)−F )×exp
{∫ t−δ

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
}]∣∣∣∣

≤ 4∥F∥2
∞Ẽ

∣∣∣∣exp
{∫ t

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
}
−exp

{∫ t−δ

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
}∣∣∣∣

+2∥F∥∞Ẽ
[∣∣∣Ẽ[(F (X ε

t ,L Q

X ε
t

)−F )
∣∣∣F X ε

t−δ
]∣∣∣exp

{∫ t−δ

0
hi hi (X̂ ε

s ,L Q

X ε
s

)ds
}]

=: J21 + J22.

By (Hh) and the dominated convergence theorem, we know that

lim
δ→0

J21 = 0. (19)

For J22, the ergodicity of X ε implies that for any δ> 0

lim
ε→0

J22 = 0. (20)

Finally, combining (18) (19) (20) with (17) and first letting ε→ 0 and δ→ 0, we conclude that

lim
ε→0

Ẽ
∣∣∣Pεt (F )−Pεt (F )

∣∣∣2 = 0,

and furthermore

lim
ε→0

E
∣∣∣πεt (F )−πεt (F )

∣∣∣= 0.

Since the L1 convergence implies the convergence in probability, |πεt (F )−πεt (F )| tends to 0 in
probability as ε→ 0. The proof is complete. □

Now, it is the position to prove Theorem 4.

Proof of Theorem 4. For any F ∈Aη, set for x ∈Rn ,µ ∈P2(Rn)

Fk (x,µ) :=φk (F (x,µ)), F k =
∫
Rn

Fk (x,ν)ν(dx), k ∈N,

where φk (z) = z, |z| ≤ k and φk (z) = ksign(z), |z| > k, and it holds that |Fk (x,µ)| ≤ k and

|Fk (x,µ)−F (x,µ)|2+η/2 ≤ 22+η/2|F (x,µ)|2+η/2I{|F (x,µ)|>k}(x,µ)

≤ 22+η/2k−η/2|F (x,µ)|2+η, (21)

|F k −F |2 ≤
∣∣∣∣∫
Rn

Fk (x,ν)ν(dx)−
∫
Rn

F (x,ν)ν(dx)

∣∣∣∣2

≤ 4
∫
Rn

|F (x,µ)|2I{|F (x,µ)|>k}(x)ν(dx). (22)

Since Fk ∈Cb(Rn ×P2(Rn)), Proposition 12 implies that

lim
ε→0

E|πεt (Fk )−πt (F k )|2 = 0. (23)
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Besides, by the Jensen inequality and the Hölder inequality, it holds that

E
∣∣πεt (F )−πεt (Fk )

∣∣2 = E
∣∣∣E[

F (X ε
t ,L Q

X ε
t

)
∣∣∣ F Y ε

t

]
−E

[
Fk (X ε

t ,L Q

X ε
t

)
∣∣∣ F Y ε

t

]∣∣∣2

≤ E
∣∣∣F (X ε

t ,L Q

X ε
t

)−Fk (X ε
t ,L Q

X ε
t

)
∣∣∣2

≤
(
E
∣∣∣F (X ε

t ,L Q

X ε
t

)−Fk (X ε
t ,L Q

X ε
t

)
∣∣∣2+η/2

) 2
2+η/2

(21)≤ 4k− η
2+η/2

(
E
∣∣∣F (X ε

t ,L Q

X ε
t

)
∣∣∣2+η) 2

2+η/2

≤ 4k− η
2+η/2

(
sup
ε∈(0,1)

E
∣∣∣F (X ε

t ,L Q

X ε
t

)
∣∣∣2+η

) 2
2+η/2

,

and furthermore for ε ∈ (0,1)
lim

k→∞
E
∣∣πεt (F )−πεt (Fk )

∣∣2 = 0. (24)

Finally, we notice that

E
∣∣πεt (F )−πt (F )

∣∣2 ≤ 3E
∣∣πεt (F )−πεt (Fk )

∣∣2 +3E
∣∣πεt (Fk )−πt (F k )

∣∣2 +3E
∣∣πt (F k )−πt (F )

∣∣2.

Based on (22) (23) (24), it holds that

lim
ε→0

E
∣∣πεt (F )−πt (F )

∣∣2 = 0.

The proof is complete. □

6. An example

In this section, we give an example to explain our results.

Example 13. For n = d = m = 1, consider the following multiscale McKean–Vlasov stochastic
system (X ε

t ,Y ε
t ) on R×R:

dX ε
t =− 1

ε

X ε
t

2 dt + 1p
ε
σdBt , 0 ≤ t ≤ T,

X ε
0 = x0,

dY ε
t = ∫

R sin |X ε
t +u|L Q

X ε
t

(du)dt +dWt , 0 ≤ t ≤ T,

Y ε
0 = 0,

(25)

where x0 ∈ R and σ > 0 are two constants. It is easy to see that b(x) = −x/2,σ(x) = σ,h(x,µ) =∫
R sin |x +u|µ(du) satisfy (H1

b,σ), (Hh), (H2
b,σ) with L1 = 1

4 ,L2 = 1,β = 1. Note that the invariant

measure ν(dx) of X 1 is 1p
πσ

e−
x
σ2 dx. Thus, by Theorem 2, we obtain that

E sup
t∈[0,T ]

|Y ε
t −Y t |2 ≤C (ε+ε1−γ+εγ),

where Y t =
∫
R

∫
R sin |x +u|ν(du)ν(dx)t +Wt .

Next, for any F ∈Bb(R×P2(R)) define

πεt (F ) := E
[

F (X ε
t ,L Q

X ε
t

)
∣∣∣ F Y ε

t

]
,

and

Λt := exp

{
hi Y i

t −
1

2
|h|2t

}
, F =

∫
R

F (x,ν)ν(dx),

Pt (F ) := Ẽ
[

FΛt

∣∣∣ F Y
t

]
, πt (F ) := Pt (F )

Pt (1)
,
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and by Theorem 4 it holds that

lim
ε→0

E
∣∣∣πεt (F )−πt (F )

∣∣∣2 = 0, F ∈Aη.
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