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#### Abstract

We use a two-dimensional Lattice Boltzmann model to investigate the liquid-vapour phase separation in an isothermal van der Waals fluid. The model is based on the expansion of the distribution function up to the third order in terms of Hermite polynomials. In two dimensions, this model is an off-lattice one and has 16 velocities. The Corner Transport Upwind Scheme is used to evolve the corresponding distribution functions on a square lattice. The resulting code allows one to follow the liquid-vapour phase separation on lattices up to $4096 \times 4096$ nodes using a Tesla M2090 Graphics Processing Unit.


© 2015 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

## 1. Introduction: two-dimensional Gauss-Hermite Lattice Boltzmann models

The interest in using Lattice Boltzmann (LB) models for the investigation of large-scale multi-phase fluids is widely expanding because of the parallel nature of their basic algorithm, as well as for the easy incorporation of interparticle forces. An important feature of the LB models is the discretization of the velocity space, which is performed using quadrature methods involving a set of orthogonal polynomials, e.g., the Hermite polynomials [1-3].

The general procedure described in [1-3] allows one to construct the family of two-dimensional (2D) Gauss-Hermite Lattice Boltzmann models, denoted as $\operatorname{HLB}\left(N ; Q_{x}, Q_{y}\right)$, where $N$ is the order of the model and $Q_{l} \geq N+1, l \in\{x, y\}$ are the quadrature orders along each coordinate axis in the velocity space. The number of vectors in the velocity set of the model $\operatorname{HLB}\left(N ; Q_{x}, Q_{y}\right)$ is $Q_{x} \times Q_{y}$. A $2 D$ Lattice Boltzmann (LB) model is said to be of order $N$ if all the moments

$$
\begin{equation*}
\mathcal{M}^{\left(s_{x}, s_{y}\right)}(\boldsymbol{x}, t)=\int f^{\mathrm{eq}} \xi_{x}^{s_{x}} \xi_{y}^{s_{y}} \mathrm{~d} \xi, \quad 0 \leq s_{x}+s_{y} \leq N \tag{1}
\end{equation*}
$$

of the equilibrium distribution function $f^{\mathrm{eq}} \equiv f^{\mathrm{eq}}(\boldsymbol{x}, \boldsymbol{\xi}, t)$ are exactly recovered [1-5]. In this paper, we will consider only the case $Q_{x}=Q_{y}=Q$, as usual in LB models.

The tensor Hermite polynomials $\mathcal{H}^{(n)}(\boldsymbol{\xi}) \equiv \mathcal{H}_{\boldsymbol{\alpha}}^{(n)}(\boldsymbol{\xi}), n=0,1,2 \ldots, \boldsymbol{\alpha}=\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}, \alpha_{i} \in\{x, y\}, 1 \leq i \leq n[1,2,6]$, are orthogonal with respect to the weight function $\omega(\xi)$ :

$$
\begin{equation*}
\int \omega(\boldsymbol{\xi}) \mathcal{H}_{\boldsymbol{\alpha}}^{(n)}(\boldsymbol{\xi}) \mathcal{H}_{\boldsymbol{\beta}}^{(m)}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}=\delta_{n, m} \delta_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{(n)} \tag{2}
\end{equation*}
$$

[^0]where
\[

$$
\begin{align*}
\omega(\xi) & =\frac{1}{2 \pi} \exp \left[-\xi^{2} / 2\right]  \tag{3}\\
\delta_{n, m} & = \begin{cases}1, & m=n \\
0 & \text { otherwise }\end{cases} \tag{4}
\end{align*}
$$
\]

$$
\delta_{\alpha, \beta}^{(n)}= \begin{cases}1, & \text { when }\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right\} \text { is a permutation of }\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right\}  \tag{5}\\ 0 & \text { otherwise }\end{cases}
$$

The Gauss-Hermite lattice Boltzmann models $\operatorname{HLB}(N ; Q, Q)$ take advantage of the orthogonality relation, Eq. (2). We briefly underline here the main steps used to construct these models [1,2]:

- the particle distribution function $f \equiv f(\boldsymbol{x}, \boldsymbol{\xi}, t)$ is projected on the orthogonal basis in the momentum space, formed up by the tensor Hermite polynomials $\mathcal{H}^{(n)}(\boldsymbol{\xi})$ :

$$
\begin{align*}
& f(\boldsymbol{x}, \boldsymbol{\xi}, t)=\omega(\boldsymbol{\xi}) \sum_{n=0}^{\infty} \frac{1}{n!} \boldsymbol{a}^{(n)}(\boldsymbol{x}, t) \mathcal{H}^{(n)}(\boldsymbol{\xi})  \tag{6}\\
& \boldsymbol{a}^{(n)}(\boldsymbol{x}, t)=\int f(\boldsymbol{x}, \boldsymbol{\xi}, t) \mathcal{H}^{(n)}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \tag{7}
\end{align*}
$$

and a similar projection is performed for the equilibrium distribution function $f^{\text {eq }}$;

- the derivative $\nabla_{\xi} f$ that appears in the force term of the Boltzmann equation is calculated using the derivatives of Hermite polynomials:

$$
\begin{equation*}
\nabla_{\boldsymbol{\xi}} f=\sum_{n=0}^{\infty} \frac{1}{n} \boldsymbol{a}^{(n)}(\boldsymbol{x}, t) \nabla_{\boldsymbol{\xi}}\left[\omega(\boldsymbol{\xi}) \mathcal{H}^{(n)}(\boldsymbol{\xi})\right]=-\omega(\boldsymbol{\xi}) \sum_{n=0}^{\infty} \frac{1}{n!} \boldsymbol{a}^{(n)}(\boldsymbol{x}, t) \mathcal{H}^{(n+1)}(\boldsymbol{\xi}) \tag{8}
\end{equation*}
$$

- the resulting Boltzmann equation containing $f, f^{\mathrm{eq}}$ and $\nabla_{\xi} f$ projected on the tensor Hermite polynomials is truncated at order $N$;
- the momentum space is discretized using the Gauss-Hermite quadrature [6] of order $Q=N+1$ on each Cartesian axis; in the $2 D$ space this procedure gives the $H L B$ model of order $N$ with $K=Q \times Q$ vectors $\xi_{k}$ and the corresponding weights $w_{k}$;
- for each velocity vector $\xi_{k}, 1 \leq k \leq K$, there is a corresponding function

$$
\begin{equation*}
f_{k} \equiv f_{k}(\boldsymbol{x}, t)=\frac{w_{k}}{\omega\left(\boldsymbol{\xi}_{k}\right)} f^{N}\left(\boldsymbol{x}, \boldsymbol{\xi}_{k}, t\right) \quad, \quad f^{N}(\boldsymbol{x}, \boldsymbol{\xi}, t)=\omega(\boldsymbol{\xi}) \sum_{n=0}^{N} \frac{1}{n!} \boldsymbol{a}^{(n)}(\boldsymbol{x}, t) \mathcal{H}^{(n)}(\boldsymbol{\xi}) \tag{9}
\end{equation*}
$$

as well as a corresponding equilibrium function $f_{k}^{\text {eq }}$;

- when using the BGK collision term [2,7-10], the functions $f_{k}$ evolve on a $2 D$ square lattice according to $\left(\partial_{t}=\partial / \partial_{t}\right.$, $\left.\partial_{\gamma}=\partial / \partial_{x_{\gamma}}\right)$

$$
\begin{equation*}
\partial_{t} f_{k}+\xi_{k, \gamma} \partial_{\gamma} f_{k}=-\frac{1}{\tau}\left[f_{k}-f_{k}^{\mathrm{eq}}\right]+F_{k} \quad, \quad 1 \leq k \leq K \tag{10}
\end{equation*}
$$

where $\tau$ is the relaxation time and [2]

$$
\begin{equation*}
F_{k}=\boldsymbol{g} \cdot \nabla_{\xi} f=w_{k} \sum_{n=0}^{N-1} \frac{1}{n!} \boldsymbol{g} \boldsymbol{a}^{(n)}(x, t) \mathcal{H}^{(n+1)}\left(\boldsymbol{\xi}_{k}\right) \tag{11}
\end{equation*}
$$

The Navier-Stokes equations for isothermal systems are recovered when $N=3$ (the widely used value $N=2$ is sufficient only in the incompressible limit). According to [2], the expressions of $f_{k}^{\text {eq }}$ and $F_{k}$ up to order $N=3$ are:

$$
\begin{align*}
f_{k}^{\mathrm{eq}}= & w_{k} \rho\left\{1+\boldsymbol{\xi}_{k} \cdot \boldsymbol{u}+\frac{1}{2}\left[\left(\xi_{k} \cdot \boldsymbol{u}\right)^{2}-u^{2}+(\theta-1)\left(\xi_{k}^{2}-2\right)\right]\right.  \tag{12}\\
& \left.+\frac{\boldsymbol{\xi}_{k} \cdot \boldsymbol{u}}{6}\left[\left(\boldsymbol{\xi}_{k} \cdot \boldsymbol{u}\right)^{2}-3 u^{2}+3(\theta-1)\left(\xi_{k}^{2}-4\right)\right]\right\}  \tag{13}\\
F_{k}= & w_{k} \rho\left\{\boldsymbol{\xi}_{k} \cdot \boldsymbol{g}+\left(\boldsymbol{\xi}_{k} \cdot \boldsymbol{g}\right)\left(\boldsymbol{\xi}_{k} \cdot \boldsymbol{u}\right)-\boldsymbol{g} \cdot \boldsymbol{u}+\frac{1}{2 \rho} \boldsymbol{a}^{(2)}\left[\left(\boldsymbol{\xi}_{k} \cdot \boldsymbol{g}\right) \mathcal{H}^{(2)}\left(\boldsymbol{\xi}_{k}\right)-2 \boldsymbol{g} \boldsymbol{\xi}_{k}\right]\right\} \tag{14}
\end{align*}
$$

where

Table 1
Cartesian projections of the vectors $\xi_{k}$ and their corresponding weights calculated by the product rule [2], for the two-dimensional lattice Boltzmann models $\operatorname{HLB}(2 ; 3,3)$ and $\operatorname{HLB}(3 ; 4,4)$.

| k | HLB(2; 3, 3) |  |  | HLB(3; 4, 4) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\xi_{k, x}$ | $\xi_{k, y}$ | $w_{k}$ | $\xi_{k, x}$ | $\xi_{k, y}$ | $w_{k}$ |
| 1 | 0 | 0 | 4/9 | $+\sqrt{3-\sqrt{6}}$ | $+\sqrt{3-\sqrt{6}}$ | $(5+2 \sqrt{6}) / 48$ |
| 2 | $+\sqrt{3}$ | 0 | 1/9 | $+\sqrt{3+\sqrt{6}}$ | $+\sqrt{3-\sqrt{6}}$ | 1/48 |
| 3 | 0 | $+\sqrt{3}$ | 1/9 | $+\sqrt{3-\sqrt{6}}$ | $+\sqrt{3+\sqrt{6}}$ | 1/48 |
| 4 | $-\sqrt{3}$ | 0 | 1/9 | $+\sqrt{3+\sqrt{6}}$ | $+\sqrt{3+\sqrt{6}}$ | $(5-2 \sqrt{6}) / 48$ |
| 5 | 0 | $-\sqrt{3}$ | 1/9 | $-\sqrt{3-\sqrt{6}}$ | $+\sqrt{3-\sqrt{6}}$ | $(5+2 \sqrt{6}) / 48$ |
| 6 | $+\sqrt{3}$ | $+\sqrt{3}$ | 1/36 | $-\sqrt{3+\sqrt{6}}$ | $+\sqrt{3-\sqrt{6}}$ | 1/48 |
| 7 | $-\sqrt{3}$ | $+\sqrt{3}$ | 1/36 | $-\sqrt{3-\sqrt{6}}$ | $+\sqrt{3+\sqrt{6}}$ | 1/48 |
| 8 | $-\sqrt{3}$ | $-\sqrt{3}$ | 1/36 | $-\sqrt{3+\sqrt{6}}$ | $+\sqrt{3+\sqrt{6}}$ | $(5-2 \sqrt{6}) / 48$ |
| 9 | $+\sqrt{3}$ | $-\sqrt{3}$ | 1/36 | $-\sqrt{3-\sqrt{6}}$ | $-\sqrt{3-\sqrt{6}}$ | $(5+2 \sqrt{6}) / 48$ |
| 10 |  |  |  | $-\sqrt{3+\sqrt{6}}$ | $-\sqrt{3-\sqrt{6}}$ | 1/48 |
| 11 |  |  |  | $-\sqrt{3-\sqrt{6}}$ | $-\sqrt{3+\sqrt{6}}$ | 1/48 |
| 12 |  |  |  | $-\sqrt{3+\sqrt{6}}$ | $-\sqrt{3+\sqrt{6}}$ | $(5-2 \sqrt{6}) / 48$ |
| 13 |  |  |  | $+\sqrt{3-\sqrt{6}}$ | $-\sqrt{3-\sqrt{6}}$ | $(5+2 \sqrt{6}) / 48$ |
| 14 |  |  |  | $+\sqrt{3+\sqrt{6}}$ | $-\sqrt{3-\sqrt{6}}$ | 1/48 |
| 15 |  |  |  | $+\sqrt{3-\sqrt{6}}$ | $-\sqrt{3+\sqrt{6}}$ | 1/48 |
| 16 |  |  |  | $+\sqrt{3+\sqrt{6}}$ | $-\sqrt{3+\sqrt{6}}$ | $(5-2 \sqrt{6}) / 48$ |

$$
\begin{align*}
\rho & \equiv \rho(\boldsymbol{x}, t)=\sum_{k=1}^{K} f_{k}=\sum_{k=1}^{K} f_{k}^{\mathrm{eq}}  \tag{15}\\
\boldsymbol{u} & \equiv \boldsymbol{u}(\boldsymbol{x}, t)=\frac{1}{\rho} \sum_{k=1}^{K} f_{k} \boldsymbol{\xi}=\frac{1}{\rho} \sum_{k=1}^{K} f_{k}^{\mathrm{eq}} \boldsymbol{\xi}  \tag{16}\\
\theta & \equiv \theta(\boldsymbol{x}, t)=\frac{1}{\rho} \sum_{k=1}^{K} f_{k} \xi^{2}-\frac{1}{2} u^{2}=\frac{1}{\rho} \sum_{k=1}^{K} f_{k}^{\mathrm{eq}} \xi^{2}-\frac{1}{2} u^{2} \tag{17}
\end{align*}
$$

are the local particle density, particle velocity and temperature, respectively. We note that in the current LB literature [9, 11-14], the force term

$$
\begin{equation*}
F_{k}^{\mathrm{eq}}=-\frac{1}{k_{\mathrm{B}} T} \boldsymbol{g} \cdot(\boldsymbol{\xi}-\boldsymbol{u}) f^{\mathrm{eq}} \tag{18}
\end{equation*}
$$

is widely used instead of $F_{k}$ given by Eq. (11). This force term emerges from the approximation

$$
\begin{equation*}
\nabla_{\xi} f \simeq \nabla_{\xi} f^{\mathrm{eq}}=-\frac{1}{k_{\mathrm{B}} T}(\xi-\boldsymbol{u}) f^{\mathrm{eq}} \tag{19}
\end{equation*}
$$

that is expected to be appropriate for systems not too far from the equilibrium state.
The local acceleration $\boldsymbol{g}$ that appears in Eqs. (11) and (19) originates within the frame of a mean field theory that accounts for the long-range interparticle interaction and is consistent with Enskog's theory of dense fluids [15,16]. The following expression of $\boldsymbol{g}$ is used in order to simulate the evolution of a van der Waals gas that exhibits surface tension [7-9,11,12,15,16]:

$$
\begin{equation*}
\boldsymbol{g}=\frac{1}{\rho} \nabla\left(p^{i}-p^{w}\right)+\kappa \nabla(\Delta \rho) \quad p^{i}=\rho T \quad p^{w}=\frac{3 \rho T}{3-\rho}-\frac{9}{8} \rho^{2} \tag{20}
\end{equation*}
$$

where the parameter $\kappa$ controls the surface tension. Other models in the literature allows one to account for the non-ideal gas pressure and the presence of surface tension by adding a stress tensor to the Navier-Stokes equations [17], or by considering the pseudopotential method of Shan and Chen [18-20].

## 2. Numerical schemes

### 2.1. First-order corner transport upwind

In two-dimensional LB models, the functions $f_{k}, 1 \leq k \leq K$ are defined in the nodes of a square lattice. The corresponding velocity vectors $\xi_{k}$ can be built by the product rule after separation of variables and use of the Gauss quadratures


Fig. 1. (Colour online.) The first-order corner transport upwind scheme.
along each Cartesian axis [2]. As seen in Table 1, the velocity vectors $\xi_{k}$ of the second-order model $H L B(2 ; 3,3)$ are oriented along the Cartesian axes or along the diagonals of the square lattice. This is no longer valid for the third-order model $\operatorname{HLB}(3 ; 4,4)$. LB models like $\operatorname{HLB}(2 ; 3,3)$, where the velocity set is correlated with the lattice geometry, are called on-lattice models. Models like $\operatorname{HLB}(3 ; 4,4)$, as well as higher-order models based on Gauss quadratures, which contain velocity vectors whose projections on the Cartesian axes are not expressed by rational numbers, are called off-lattice models. Their use is still increasing, especially for the investigation of microfluidics problems involving boundary conditions [4,5,21-25].

The widely-used collision streaming scheme [7-9] is very convenient for on-lattice LB models, even if it is generally difficult to be implemented in high-order models that require an elaborated treatment of the momentum set, abscissas, weights, as well as of the boundary conditions [26-32]. Other numerical schemes, including ISLB (interpolation supplemented LB) and FDLB (finite difference LB, with or without flux limiters) exhibit stability problems, especially in the presence of large density gradients [11,33-36].

The first-order corner transport upwind (CTU) scheme, introduced more than two decades ago in the mathematical literature related to hyperbolic equations [37-40], is a natural extension of the well-known first-order upwind scheme introduced by Godunov in the one-dimensional space [39-41]. The CTU scheme is simple enough and is very convenient for solving the lattice Boltzmann evolution equations (10) regardless of the orientation of the velocity vectors $\boldsymbol{\xi}_{k}$, on square or cubic lattices $[38,42]$. It is worth to mention here that similar finite-volume schemes, mainly developed for non-uniform meshes, were already used in the so-called volumetric lattice Boltzmann models [43-46].

Fig. 1 illustrates the application of the CTU scheme on a $2 D$ square lattice when $\xi_{k, x} \geq 0$ and $\xi_{k, y} \geq 0$ (the other cases are handled in a similar manner). The lattice spacing is $\delta \mathrm{s}$. In this case, the information is transported across the lower left corner of the cell $(i, j)$, which is centered in the lattice node $(x=i \delta s, y=j \delta s)$. Let $f_{k ;(i, j)}^{t}$ be the value of $f_{k}$ at time $t$ in the node ( $i, j$ ) of the lattice (periodic boundary conditions apply). As a result of the transport process, the value $f_{k ; ~}^{t+i, j)}$ of this function at time $t+\delta t$ in the same node $(i, j)$ receives contributions from the four cells that share the corner, i.e. $(i, j),(i-1, j),(i-1, j-1)$ and $(i, j-1)$. According to Fig. 1, these contributions are proportional to the corresponding (coloured) areas in each cell. The CFL condition [40]

$$
\begin{equation*}
\max _{k}\left\{\left|\xi_{k, x}\right| \delta t,\left|\xi_{k, y}\right| \delta t\right\} \leq \delta s \tag{21}
\end{equation*}
$$

ensures that only the nearest neighbours of cell $(i, j)$ contribute to $f_{k ;(i, j)}^{t+\delta t}$. Besides the transport process, there are also contributions from the right-hand side of the evolution equation (10) and thus, the new value of the distribution function in the node $(i, j)$ is [40,42]:

$$
\begin{align*}
f_{k ;(i, j)}^{t+\delta t}= & \frac{1}{(\delta s)^{2}}\left[f_{k ;(i, j)}^{t}\left(\delta s-\xi_{x} \delta t\right)\left(\delta s-\xi_{y} \delta t\right)+f_{k ;(i-1, j-1)}^{t}\left(\xi_{x} \delta t\right)\left(\xi_{y} \delta t\right)\right. \\
& \left.+f_{k ;(i-1, j)}^{t}\left(\xi_{x} \delta t\right)\left(\delta s-\xi_{y} \delta t\right)+f_{k ;(i, j-1)}^{t}\left(\delta s-\xi_{x} \delta t\right)\left(\xi_{y} \delta t\right)\right] \\
& -\frac{\delta t}{\tau}\left[f_{k ;(i, j)}^{t}-f_{k ;(i, j)}^{e q, t}\right]+\delta t F_{k ;(i, j)}^{t} \tag{22}
\end{align*}
$$

### 2.2. Space derivatives

In each node $(i, j)$ of the square lattice, we use a 25 -point stencil to compute the $2 D$ derivative operators $\nabla\left(p^{i}-p^{w}\right)$ and $\nabla(\Delta \rho)$ that appear in Eq. (20). The use of large stencils to compute the space derivatives improves the isotropy of the liquid-vapour interface, as well as the accuracy of the values of the coexistence densities in the phase diagram [10]. Let $q(x, y)$ be the value in the node $(x=i \delta s, y=j \delta s)$ of a macroscopic quantity (e.g., the local fluid density $\rho$ or the pressure difference $p^{i}-p^{w}$ ). According to [47], the components of the gradient operator in the node ( $x, y$ ) are:

$$
\begin{align*}
& \partial_{x} q(x, y)=\frac{1}{(\delta s)^{2}} \sum_{l, m} \rho(x+\mid \delta s, y+m \delta s) w^{|l|,|m|} c_{x}^{(l)}+\mathcal{O}\left[(\delta s)^{2}\right]  \tag{23a}\\
& \partial_{y} q(x, y)=\frac{1}{(\delta s)^{2}} \sum_{l, m} \rho(x+l \delta s, y+m \delta s) w^{|l|,|m|} c_{y}^{(m)}+\mathcal{O}\left[(\delta s)^{2}\right] \tag{23b}
\end{align*}
$$

where

$$
\begin{equation*}
c_{x}^{(l)}=l \delta s \quad, \quad c_{y}^{(m)}=m \delta s \quad, \quad l, m \in\{0, \pm 1, \pm 2\} \tag{24}
\end{equation*}
$$

and [47]

$$
\begin{align*}
w^{1,1} & =2 / 15 \\
w^{1,0}=w^{0,1} & =13 / 30 \\
w^{2,0}=w^{0,2} & =-1 / 120  \tag{25}\\
w^{2,1}=w^{1,2} & =-1 / 60 \\
w^{0,0}=w^{2,2} & =0
\end{align*}
$$

Following [48], the components of the gradient of the Laplacian in the node ( $x=i \delta s, y=j \delta s$ ) are:

$$
\begin{align*}
& \partial_{x} \Delta q(x, y)=\frac{1}{(\delta s)^{3}} \sum_{l \neq 0, m} \frac{l}{|l|} \omega^{|l|,|m|} \rho(x+l \delta s, y+m \delta s)+\mathcal{O}\left[(\delta s)^{2}\right]  \tag{26a}\\
& \partial_{y} \Delta q(x, y)=\frac{1}{(\delta s)^{3}} \sum_{l, m \neq 0} \frac{m}{|m|} \omega^{|m|,|l|} \rho(x+l \delta s, y+m \delta s)+\mathcal{O}\left[(\delta s)^{2}\right] \tag{26b}
\end{align*}
$$

where $l, m \in\{0, \pm 1, \pm 2\}$ and [48]

$$
\begin{align*}
\omega^{0,0}=\omega^{0,1}=\omega^{0,2} & =0 \\
\omega^{1,0} & =-5 / 6 \\
\omega^{1,1} & =-1 / 6  \tag{27}\\
\omega^{1,2} & =1 / 12 \\
\omega^{2,0}=\omega^{2,1} & =1 / 6 \\
\omega^{2,2} & =0
\end{align*}
$$

Both numerical schemes, Eqs. (23) and (26), are not computationally expensive and provide an appropriate degree of isotropy [47-50].

## 3. GPU simulation results

The evolution equations (10) were solved on a $2 D$ lattice with $4096 \times 4096$ nodes using a Graphics Processing Unit (GPU) Tesla M2090 with 6 GB memory and 512 cores using the models $\operatorname{HLB}(2 ; 3,3)$ and $\operatorname{HLB}(3 ; 4,4)$. These models have 9 and 16 distribution functions defined in each lattice node, respectively. In this paper, we restrict ourselves to the LB simulation of liquid-vapour systems at the Navier-Stokes level. For this reason, we did not consider here larger values of $N$, as well as of $Q \geq N+1$, which are required beyond the Navier-Stokes level, i.e. when investigating microfluidics problems [4,5,21-25].

All the distribution functions defined in the node $(i, j), 0 \leq i, j<4096$, are processed by a single thread (a sequence of programmed instructions that can be managed independently) at every time step. The architecture of a single GPU allows one to increase the computing speed by launching a very large number of parallel threads [51-53]. The values of the lattice spacing and the time step in Eq. (22) were $\delta s=1 / 128$ and $\delta t=10^{-4}$, respectively. We choose the relaxation time $\tau=$


Fig. 2. (Colour online.) Liquid-vapour phase diagram.


Fig. 3. Evolution of the liquid-vapour phase separation when the mean density of the fluid system is $\rho_{\text {mean }}=0.90$.
$10^{-3}$ in order to ensure the validity of the Navier-Stokes equations at the macroscopic scale. The value of the constant $\kappa$ in Eq. (20) was set to $\kappa=10^{-4}$. During the simulations, we recorded the evolution of the values of the Minkowski functionals (total area $\mathcal{A}$ of the drops, total perimeter $\mathcal{P}$ and number of drops $\mathcal{N}$ ) calculated using the algorithm described in [54].

The liquid-vapour phase diagram is shown in Fig. 2, where we represented the results obtained with the $\operatorname{HLB}(2 ; 3,3)$ model and the two versions of the force term, the "Hermite" force term, Eq. (14) and the "feq" force term, Eq. (18). Also the results obtained with the $\operatorname{HLB}(3 ; 4,4)$ model and the "Hermite" force term were represented in this figure. The $\operatorname{HLB}(3 ; 4,4)$ results obtained with the "feq" force term were found to be well superposed to the corresponding $\operatorname{HLB}(2 ; 3,3)$ results, and therefore were not represented in Fig. 2. In all cases shown in Fig. 2, the values of the liquid density are well superposed to the corresponding values computed using the Maxwell construction. The values of the gas phase density, recovered with the HLB models using the "Hermite" force term (14), are always closer to the values computed using the Maxwell construction, while the corresponding values recovered using the $f^{\mathrm{eq}}$ force term (18) are farther. Figs. 3 and 4 show the evolution of the liquid-vapour phase separation recovered using the model $\operatorname{HLB}(3 ; 4,4)$ and the "Hermite" force term, Eq. (11), on a


Fig. 4. Evolution of the liquid-vapour phase separation when the mean density of the fluid system is $\rho_{\text {mean }}=1.30$.


Fig. 5. (Colour online.) Evolution of the Minkowski functionals during the liquid-vapour phase separation when the mean density of the fluid system is $\rho_{\text {mean }}=0.90$.
square lattice with $4096 \times 4096$ nodes. In the initial state (iteration 0 , not shown in these figures), the fluid system was quite homogeneous and had the mean density $\rho_{\text {mean }}$ (the relative density fluctuations did not exceed $0.001 \%$ ). Liquid drops or gas bubbles (depending on the value of $\rho_{\text {mean }}$ ) are formed in the system and the two stages of this process-the early stage spinodal decomposition and the late stage domain growth [55,56]-are clearly seen by following the evolution of the Minkowski functionals (Fig. 5). The number of drops $\mathcal{N}$, as well as the total perimeter $\mathcal{P}$ of the drops, decrease during the late stage domain growth. Fig. 6 shows a log-log plot of the evolution of the mean drop size $1 / \mathcal{P}$ that exhibits the crossover between the slopes (growth exponents) $2 / 3$ and $/ 1 / 2$, as already observed in [11,57].


Fig. 6. (Colour online.) Evolution of the mean drop size $1 / \mathcal{P}$ during the liquid-vapor phase separation at $\rho_{\text {mean }}=0.90$ (log-log plot): crossover from the slopes (growth exponents) $2 / 3$ and $1 / 2$.

## 4. Conclusion

The liquid-vapour phase separation was investigated using the Gauss-Hermite LB models of orders $N \in\{2,3\}$, with 9 and 16 velocity vectors, respectively. Since the velocity vectors of the model of order $N=3$ do not lie on the axes or the diagonals of the square lattice used in the LB simulations, the Corner Transport Upwind Scheme was used to evolve the distribution functions in each node of the lattice. The use of the "Hermite" force term, which involves the derivative of the Hermite polynomials, improves the accuracy of the liquid-vapour phase diagram.
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