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#### Abstract

This paper details the development of the Proper Generalized Decomposition as a space-time integrator of elastoplastic problems and shows its ability to determine the elastoplastic states resulting from cyclic loadings. The first part of this paper recalls the step-by-step resolution in time of an elastoplastic problem. The implementation of the Proper Generalized Decomposition is then developed in a second part. In the last third part, applications and numerical simulations are presented to show the relevance of the method.
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## 1. Introduction

The prediction of the fatigue life span of mechanical components requires a good knowledge of the stabilized cyclic mechanical states. Thermomechanical loads applied periodically to a structure can indeed lead to various limit states.

- The elastic shakedown: the cyclic behavior at any point of the structure is then elastic. A plastic deformation can develop during the first cycles but ends up being stabilized. The lifespan analyses are then based on high-cycle fatigue criteria.
- The plastic shakedown: the cyclic behavior in each point stabilizes in that case on an elastoplastic cycle, which is repeated during the following cycles. The lifespan analyses then require low-cycle (oligocyclic) fatigue criteria.
- The cyclic ratcheting behavior: it then appears a progressive deformation that increments cycle after cycle. This phenomenon is related to the behavior of material combined with certain types of loading and can lead to the ruin of the structure.

The search for these limit states by a classical step-by-step method can lead to extremely long computation times. In practice, such a method can become unusable when the number of cycles is very high.

[^0]To predict the limit states, several authors then proposed simplified methods that are based on estimates of the parameters of the stabilized state [1-3]. Peigney and Stolz [4] proposed an approach using optimal control and Maitournam et al. [5] developed a direct research method of the limit states by decomposing in Fourier series the equations and the variables of the problem. Other common practices in industry consist in searching the stabilized states starting from a step-by-step calculation, but by using a behavior model identified on the material's cyclic curve, in such a way as to obtain the stabilized states in only some cycles. Other authors like Lesne and Savalle [6], Chaboche and Cailletaud [7] have sought to reduce the simulation times by reducing the number of simulated cycles by means of a method of jumps of cycles.

Finally, alternative methods to the step-by-step calculations of the elastoplastic transients have also been developed. These methods are generally based on the convergence of an iterative process between a global resolution of the equilibrium equations on the whole analysis time interval to obtain a solution that is statically and kinematically admissible, and a local resolution of the constitutive equations for the calculation of the plastic correction of the stresses. The Large Time Increment (LATIN) method is, in the authors' knowledge, the first method suggested in this domain [8,9]; more recently Comte et al. [10] proposed an alternative by projecting the global equations on a basis of wavelets.

The method that we propose in this article falls within this last category. It aims at reducing the computation times by using the "Proper Generalized Decomposition" (PGD) as a space-time integrator of the elastoplastic problem to determine the elastoplastic (or viscoplastic) states resulting from cyclic thermomechanical loads, but more generally from any type of loading.

The PGD is a method of model reduction whose principle consists in seeking a global solution to a problem involving numerous variables (space variables, time, various parameters) by separating these variables [11-13]. One thus seeks the solution in the form of a sum of modes, each mode being calculated as a product of functions of each of the considered variables. The PGD is an a priori method and does not require the calculation of a reference basis, contrary to the "Proper Orthogonal Decomposition" (POD) method introduced by Lumley [14].

Although the convergence of the method is not yet demonstrated in a general way, recent works showed a satisfactory numerical behavior in solid mechanics [15], and more particularly in the treatment of viscoelasticity [16,17].

## 2. In-time step-by-step resolution of elastoplastic problems

### 2.1. Weak formulation

The problem we propose to solve is governed at any instant $t \in T=[0, \tau]$ by the equilibrium equations of a continuous medium supplied with the usual boundary conditions:

$$
\left\{\begin{array}{lll}
\operatorname{div}(\boldsymbol{\sigma})+\boldsymbol{f}_{\boldsymbol{v}}=\mathbf{0} & \text { in } \Omega & \text { (a) }  \tag{1}\\
\boldsymbol{\sigma} \cdot \mathbf{n}=\boldsymbol{T}^{p} & \text { on } \Gamma_{T} & \text { (b) } \\
\boldsymbol{u}=\mathbf{0} & \text { on } \Gamma_{u} & \text { (b) }
\end{array}\right.
$$

In these equations, $T=[0, \tau]$ is the time interval of analysis; $\Omega$ is the spatial domain of the study, of boundary $\partial \Omega=$ $\Gamma_{T} \cup \Gamma_{u} ; \boldsymbol{\sigma}(\boldsymbol{x}, t)$ is the Cauchy stress tensor; $\boldsymbol{u}(\boldsymbol{x}, t)$ is the displacement vector; $\boldsymbol{f}_{\boldsymbol{v}}(\boldsymbol{x}, t)$ represents volume forces and $\boldsymbol{T}^{p}(\boldsymbol{x}, t)$, surface forces; $\mathbf{n}$ is the unit outward normal vector to the boundary $\partial \Omega$. Note that the loads can be time dependent.

Here we place ourselves within the framework of the infinitesimal strain theory. At any instant and at any point, $\boldsymbol{\sigma}(\boldsymbol{x}, t)$ is connected to the history of strain $\boldsymbol{\varepsilon}(\boldsymbol{x}, t)$ at the same point by the constitutive equations of elastoplasticity (or elastoviscoplasticity). Any behavioral model can be used at this stage; more generally, the method presented below can be applied such as it is to other types of constitutive equations.

The classical resolution of elastoplastic problems by a step-by-step finite-element approach is based on the following weak formulation (itself very classical), which consists in searching, at each time $t$, the displacement field $\boldsymbol{u}(\boldsymbol{x}, t)$ verifying:

$$
\begin{equation*}
\forall \boldsymbol{v}^{*}(\boldsymbol{x}), \quad \int_{\Omega} \boldsymbol{v}^{*}(\boldsymbol{x}) \cdot \boldsymbol{f}_{\boldsymbol{v}}(\boldsymbol{x}, t) \mathrm{d} \omega+\int_{\Gamma_{T}} \boldsymbol{v}^{*}(\boldsymbol{x}) \cdot \boldsymbol{T}^{p}(\boldsymbol{x}, t) \mathrm{ds}-\int_{\Omega} \boldsymbol{\varepsilon}\left(\boldsymbol{v}^{*}(\boldsymbol{x})\right): \boldsymbol{\sigma}(\boldsymbol{x}, t) \mathrm{d} \omega=0 \tag{2}
\end{equation*}
$$

where $\boldsymbol{v}^{*}(\boldsymbol{x})$ are test functions and $\boldsymbol{\varepsilon}\left(\boldsymbol{v}^{*}\right)=\frac{1}{2}\left(\operatorname{grad} \boldsymbol{v}^{*}+\operatorname{grad}^{\mathrm{t}} \boldsymbol{v}^{*}\right)$.
Let us note that the mechanical state depends on time $t$ only through the loading. In fact, the time $t$ is only useful to describe the loading history, the inertial forces being neglected.

### 2.2. Finite-element problem

On the basis of the weak formulation (2), the application of a finite-element approximation (in space) to the problem (1) leads to search at each time the displacement field $\boldsymbol{u}(\boldsymbol{x}, t)$ in the following form, inside each element [18,19]:

$$
\begin{equation*}
\boldsymbol{u}(\boldsymbol{x}, t)=\sum_{i=1}^{n^{e}} N_{i}^{e}(\boldsymbol{x}) \boldsymbol{U}_{i}^{e}(t)=\boldsymbol{N}^{e}(\boldsymbol{x}) \cdot \boldsymbol{U}^{e}(t) \tag{3}
\end{equation*}
$$

where $\boldsymbol{N}^{e}(\boldsymbol{x})$ and $\boldsymbol{U}^{e}(t)$ represent respectively the array of element shape functions and the vector of nodes' displacements for the element $e$ at time $t$. For clearness reasons, we will omit the reference to the element ${ }^{e}$ in the sequel and write: $\boldsymbol{u}(\boldsymbol{x}, t)=\boldsymbol{N}(\boldsymbol{x}) \cdot \boldsymbol{U}(t)$. The test functions will be also written in the form: $\boldsymbol{v}^{*}(\boldsymbol{x})=\boldsymbol{N} \cdot \boldsymbol{V}^{*}$.

The problem (2) can thus be stated in the following form.
Find at each time $t$ the vector of nodal displacements $\boldsymbol{U}(t)$ such that:

$$
\forall \boldsymbol{V}^{*}, \quad \boldsymbol{V}^{* t} \cdot \boldsymbol{R}(t)=0
$$

i.e. such that:

$$
\begin{equation*}
\boldsymbol{R}(t)=0 \tag{4}
\end{equation*}
$$

In equation (4), $\boldsymbol{R}(t)$ represents the vector of instantaneous nodal residuals at time $t$, which results from the assembly of the elementary residuals $\boldsymbol{R}^{\boldsymbol{e}}(t)$. Its expression immediately comes from Eq. (2) wherein the approximation scheme (3) is injected:

$$
\begin{equation*}
\boldsymbol{R}(t)=\int_{\Omega} \boldsymbol{N}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{f}_{\boldsymbol{v}}(\boldsymbol{x}, t) \mathrm{d} \omega+\int_{\Gamma_{T}} \boldsymbol{N}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{T}^{p}(\boldsymbol{x}, t) \mathrm{ds}-\int_{\Omega} \boldsymbol{B}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{\sigma}(\boldsymbol{x}, t) \mathrm{d} \omega \tag{5}
\end{equation*}
$$

where $\boldsymbol{B}(\boldsymbol{x})^{\mathrm{t}}$ represents the matrix which allows to pass from nodal displacements to the components of the strain tensor and where $\boldsymbol{\sigma}(\boldsymbol{x}, t)=\left(\sigma_{11} \sigma_{22} \sigma_{33} \sigma_{12} \sigma_{13} \sigma_{23}\right)^{\mathrm{t}}$ represents the classical notation of Voigt for the components of the stress tensor.

Note that the vector of instantaneous residuals $\boldsymbol{R}(t)$ depends on time through the loading (which is a data) and the state of stress at any point, which himself depends on the history of deformation and thus on the history of displacement until the time $t$.

The various integrals appearing in Eq. (5) are computed by Gauss integration. At each Gauss point, the stress state is calculated step by step in time using a suited algorithm (of 'radial return' type), which depends on the constitutive equations considered (see, for example, [20,21]).

The resolution of the problem (4) can be achieved using the Newton-Raphson method (see for example [22]) and gives the displacement vector $\boldsymbol{U}(t)$ at each loading step.

## 3. Implementation of the Proper Generalized Decomposition

### 3.1. Principle

The Proper Generalized Decomposition (PGD) consists in seeking the solutions to a problem using the separation of variables. In our case, we apply it to the resolution of elastoplastic problems by looking for solutions by separating the variables of space $\boldsymbol{x}$ and of time $t$.

The aim is thus to approximate the field of displacement by a sequence of functions $\boldsymbol{u}_{\boldsymbol{M}}(\boldsymbol{x}, t)$ of the following form:

$$
\begin{equation*}
\boldsymbol{u}_{\boldsymbol{M}}(\boldsymbol{x}, t)=\sum_{\alpha=1}^{M} \boldsymbol{d}_{\boldsymbol{\alpha}}(\boldsymbol{x}) f_{\alpha}(t) \tag{6}
\end{equation*}
$$

where the functions $\boldsymbol{d}_{\alpha}(\boldsymbol{x})$ and $f_{\alpha}(t)$ are now looked for by finite-element approximations in space for $\boldsymbol{d}_{\alpha}(\boldsymbol{x})$ and in time for $f_{\alpha}(t)$. Therefore we do not intend any more to solve the problem step by step in time, but globally on the whole time interval $T=[0, \tau]$ of the study.

The search for the modes in space and in time is performed iteratively, mode after mode. Thus, having an approximation $\boldsymbol{u}_{M}(\boldsymbol{x}, t)$ until an order $M$, we look for a couple of functions $\left(\boldsymbol{d}_{M+1}(\boldsymbol{x}), f_{M+1}(t)\right)$ such that $\boldsymbol{u}_{M+1}(\boldsymbol{x}, t)=$ $\boldsymbol{u}_{M}(\boldsymbol{x}, t)+\boldsymbol{d}_{M+1}(\boldsymbol{x}) f_{M+1}(t)$ constitutes a better approximation of the solution $\boldsymbol{u}(\boldsymbol{x}, t)$.

### 3.2. Weak formulation

To apply the finite element method in space and in time, the weak formulation of the problem is now obtained by multiplying Eq. (1)(a) by weight functions $\boldsymbol{v}^{*}(\boldsymbol{x}, t)$ that are written in the form:

$$
\begin{equation*}
\boldsymbol{v}^{*}(\boldsymbol{x}, t)=\boldsymbol{d}^{*}(\boldsymbol{x}) f(t)+\boldsymbol{d}(\boldsymbol{x}) f^{*}(t) \tag{7}
\end{equation*}
$$

and then by integrating the result on the time interval $T$ and the space domain $\Omega$. Let us note that in Eq. (7), the searched functions of the variables of space and time are noted $\boldsymbol{d}(\boldsymbol{x})$ and $f(t)$ to reduce the writing. Integrating by part on the space domain $\Omega$ and taking into account the boundary conditions (1)(b)(1)(c), the variational problem becomes:

Find $\boldsymbol{d}(\boldsymbol{x})$ and $f(t)$ such that:

$$
\begin{align*}
\forall \boldsymbol{v}^{*}(\boldsymbol{x}, t), \quad \int_{T} \int_{\Omega} \boldsymbol{v}^{*}(\boldsymbol{x}, t) \cdot \boldsymbol{f}_{v}(\boldsymbol{x}, t) \mathrm{d} \omega \mathrm{dt} & +\int_{T} \int_{\Gamma_{T}} \boldsymbol{v}^{*}(\boldsymbol{x}, t) \cdot \mathbf{T}^{p}(\boldsymbol{x}, t) \mathrm{ds} \mathrm{dt} \\
& -\int_{T} \int_{\Omega} \boldsymbol{\varepsilon}\left(\boldsymbol{v}^{*}(\boldsymbol{x}, t)\right): \boldsymbol{\sigma}(\boldsymbol{x}, t) \mathrm{d} \omega \mathrm{dt}=0 \tag{8}
\end{align*}
$$

As Eq. (8) must be satisfied whatever $\boldsymbol{v}^{*}$ given by Eq. (7), it must be satisfied whatever $\boldsymbol{d}^{*}$ and $f^{*}$ independently:

$$
\begin{align*}
& \forall \boldsymbol{d}^{*}(\boldsymbol{x}), \quad \int_{T} f(t) \int_{\Omega} \boldsymbol{d}^{*}(\boldsymbol{x}) \cdot \boldsymbol{f}_{v}(\boldsymbol{x}, t) \mathrm{d} \omega \mathrm{dt}+\int_{T} f(t) \int_{\Gamma_{T}} \boldsymbol{d}^{*}(\boldsymbol{x}) \cdot \mathbf{T}^{p}(\boldsymbol{x}, t) \mathrm{ds} \mathrm{dt} \\
&-\int_{T} f(t) \int_{\Omega} \boldsymbol{\varepsilon}\left(\boldsymbol{d}^{*}(\boldsymbol{x})\right): \boldsymbol{\sigma}(\boldsymbol{x}, t) \mathrm{d} \omega \mathrm{dt}=0  \tag{9a}\\
& \forall f^{*}(t), \quad \int_{T} f^{*}(t) \int_{\Omega} \boldsymbol{d}(\boldsymbol{x}) \cdot \boldsymbol{f}_{v}(\boldsymbol{x}, t) \mathrm{d} \omega \mathrm{dt}+\int_{T} f^{*}(t) \int_{\Gamma_{T}} \boldsymbol{d}(\boldsymbol{x}) \cdot \mathbf{T}^{p}(\boldsymbol{x}, t) \mathrm{d} s \mathrm{dt} \\
&-\int_{T} f^{*}(t) \int_{\Omega} \boldsymbol{\varepsilon}(\boldsymbol{d}(\boldsymbol{x})): \boldsymbol{\sigma}(\boldsymbol{x}, t) \mathrm{d} \omega \mathrm{dt}=0 \tag{9b}
\end{align*}
$$

The weak formulation of the problem now consists of two variational equations, one relative to the function of space variables (9a) and the other one to the function of time (9b).

After resolution, we set $\boldsymbol{d}_{M+1}(\boldsymbol{x})=\boldsymbol{d}(\boldsymbol{x})$ and $f_{M+1}(t)=f(t)$, and we move on to the next mode. The strategy of resolution will be discussed in section 4 for the discrete problem.

### 3.3. Finite-element formulation

We consider a mesh of the spatial domain $\Omega$. The field $\boldsymbol{d}(\boldsymbol{x})$ is sought in the following form:

$$
\begin{equation*}
\boldsymbol{d}(\boldsymbol{x})=\boldsymbol{N}(\boldsymbol{x}) \cdot \boldsymbol{D} \tag{10}
\end{equation*}
$$

where $\boldsymbol{N}(\boldsymbol{x})$ and $\boldsymbol{D}$ represent respectively the array of element shape functions and the vector of nodal values of $\boldsymbol{d}(\boldsymbol{x})$. The field $\boldsymbol{d}^{*}(\boldsymbol{x})$ is approximate in the same way by $\boldsymbol{d}^{*}(\boldsymbol{x})=\boldsymbol{N}(\boldsymbol{x}) \cdot \boldsymbol{D}^{*}$.

The time domain $T=[0, \tau]$ is subdivided in time sub-intervals representing finite elements in time. The ends of the sub-intervals are the temporal nodes to which correspond various times $t_{i}$. The temporal nodes are numbered from 1 to $N_{T}$ per ascending order of the times $t_{i}$ to which they correspond. We denote $F_{i}$ the value of the time function at the $i$ th temporal node i.e. at time $t_{i}$. The approximation of the function $f(t)$ can then be written as:

$$
\begin{equation*}
f(t)=\boldsymbol{P}(t) \cdot \boldsymbol{F} \tag{11}
\end{equation*}
$$

where $\boldsymbol{P}(t)$ and $\boldsymbol{F}$ represent respectively the array of shape functions of the temporal elements and the vector of the values of function $f(t)$ at temporal nodes. $f^{*}(t)$ is approximate in the same manner by $f^{*}(t)=\boldsymbol{P}(t) \cdot \boldsymbol{F}^{*}$. Notice that, considering equations (10) and (11), (6) becomes $\boldsymbol{u}_{\boldsymbol{M}}(\boldsymbol{x}, t)=\boldsymbol{N}(\boldsymbol{x}) \cdot \boldsymbol{U}(t)_{M}$ with:

$$
\begin{equation*}
\boldsymbol{U}(t)_{M}=\sum_{\alpha=1}^{M} \boldsymbol{D}_{\alpha} \cdot \boldsymbol{P}(t)^{\mathrm{t}} \cdot \boldsymbol{F}_{\alpha} \tag{12}
\end{equation*}
$$

where $\boldsymbol{U}(t)_{M}$ is the vector of displacements of the nodes of the space domain during time obtained with $M$ modes and $\boldsymbol{D}_{\alpha}$, $\boldsymbol{F}_{\alpha}(\alpha=1, \ldots, M)$ are the computed modes in space and in time.

With the schemes of approximation (10) and (11), the variational problem (9) is thus equivalent to find $\boldsymbol{D}$ and $\boldsymbol{F}$ such that:

$$
\begin{aligned}
& \int_{T} f(t)\left(\int_{\Omega} \boldsymbol{N}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{f}_{v}(\boldsymbol{x}, t) \mathrm{d} \omega+\int_{\Gamma_{T}} \boldsymbol{N}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{T}^{p}(\boldsymbol{x}, t) \mathrm{ds}-\int_{\Omega} \boldsymbol{B}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{\sigma}(\boldsymbol{x}, t) \mathrm{d} \omega\right) \mathrm{dt}=0 \\
& \int_{T} \boldsymbol{P}(t) \cdot \boldsymbol{D}\left(\int_{\Omega} \boldsymbol{N}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{f}_{v}(\boldsymbol{x}, t) \mathrm{d} \omega+\int_{\Gamma_{T}} \boldsymbol{N}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{T}^{p}(\boldsymbol{x}, t) \mathrm{ds}-\int_{\Omega} \boldsymbol{B}(\boldsymbol{x})^{\mathrm{t}} \cdot \boldsymbol{\sigma}(\boldsymbol{x}, t) \mathrm{d} \omega\right) \mathrm{dt}=0
\end{aligned}
$$

that we can rewrite with Eq. (5) under the form:

$$
\begin{align*}
\boldsymbol{\varphi}_{\Omega} & =\int_{T} f(t) \boldsymbol{R}(t) \mathrm{dt}=0  \tag{13a}\\
\boldsymbol{\psi}_{T} & =\int_{T} \boldsymbol{P}(t) \cdot \boldsymbol{D}^{\mathrm{t}} \cdot \boldsymbol{R}(t) \mathrm{dt}=0 \tag{13b}
\end{align*}
$$

Equation (13a) defines the residual in space whose dimension is equal to 3 times the number of nodes of the space domain $\Omega$ (in 3D). Equation (13b) defines the residual in time; its dimension is equal to the number of temporal nodes.

Remark 3.1. In elastoplasticity, and more generally in non-linear problems, the integrals in space and time are not easily separable. As proposed in the LATIN method, one could use a Proper Orthogonal Decomposition [23]. But experience shows that this approach can introduce a numerical noise detrimental for the calculation quality [24]. In this work, the stresses $\boldsymbol{\sigma}(\boldsymbol{x}, t)$ are calculated in a standard way, step by step in time without decomposition. Therefore, Eqs. (13a) and (13b) are still coupled despite the PGD decomposition of the displacement field.

Let us notice that $\varphi_{\Omega}$ and $\psi_{T}$ depend nonlinearly on $\boldsymbol{D}$ and on $\boldsymbol{F}$ through the vector of the instantaneous residuals $\boldsymbol{R}(t)$ defined by Eq. (5), which depends at each time on

$$
\boldsymbol{U}(t)_{M+1}=\sum_{\alpha=1}^{M} \boldsymbol{D}_{\alpha} \cdot \mathbf{P}(t)^{\mathrm{t}} \cdot \boldsymbol{F}_{\alpha}+\boldsymbol{D} \cdot P(t)^{\mathrm{t}} \cdot \boldsymbol{F}
$$

The choice of the temporal finite elements of whom the shape functions depend on can be any a priori. In the present case, we will choose two-node elements.

The time integration of Eqs. (13a) and (13b) could be performed by a classical Gauss integration. In the present case, a nodal integration will be preferred. The integration points are thus the temporal nodes; with the $i$ th node, corresponding to time $t_{i}$, will be associated the weight $\omega_{i}=\frac{1}{2}\left(\Delta t_{i}+\Delta t_{i+1}\right)$, where $\Delta t_{i}=t_{i}-t_{i-1}$ and $\Delta t_{i+1}=t_{i+1}-t_{i}$ correspond to the lengths (or time steps) of the element that precedes and of the one that follows $t_{i}$ (note the particular cases of the first and last nodes corresponding to the times $t_{1}$ and $t_{N_{T}}$ for which the weights will be respectively equal to $\frac{1}{2} \Delta t_{2}$ and $\frac{1}{2} \Delta t_{N_{T}}$ ).

The advantage of the nodal time integration is that it decouples the components of the vector $\boldsymbol{\psi}_{T}$ in Eq. (13b), which are written now:

$$
\begin{equation*}
\forall i=1, \ldots, N_{t}, \quad \psi_{i_{T}}=\omega_{i} \boldsymbol{D}^{\mathrm{t}} \cdot \boldsymbol{R}\left(t_{i}\right)=0 \tag{14}
\end{equation*}
$$

The resolution in time therefore consists in solving $N_{t}$ non-linear scalar equations $\boldsymbol{D}^{\mathrm{t}} \cdot \boldsymbol{R}\left(t_{i}\right)=0$.

## 4. Discussion on different strategies of resolution in elastoplasticity

The purpose of this paragraph is to describe the different strategies of calculation that have been considered for solving an elastoplastic problem.

The determination of $\boldsymbol{D}$ and $\boldsymbol{F}$ for each mode is based on the resolution of the coupled non-linear equations (13a) and (14). It is the exact resolution of these two systems of equations which will lead to an approximation made up of a minimal number of modes.

With this intention, Eq. (13a) could be solved by using a Newton-Raphson method to calculate $\boldsymbol{D}$ while supposing $\boldsymbol{F}$ (and thus $f(t)$ ) known. Then Eqs. (14) would be solved to calculate $\boldsymbol{F}$ while fixing $\boldsymbol{D}$ at the value previously found. Once the time function computed, one would go back to the resolution of Eq. (13a) and so on until convergence, as described in Algorithm 4.1. This method leads to solve an a priori large nonlinear system in space at each iteration of space-time coupling. This seems therefore expensive; in addition, the accurate resolution of the problem in space, whereas the time function is not yet well evaluated does not seem to be suitable.

```
Algorithm 4.1: First strategy of resolution.
    Loop on PGD modes
        Space-Time coupling
            Space resolution
                    Newton-Raphson method applied to Eq. (13a) for computing \(\boldsymbol{D}\)
                until convergence;
                Time resolution
                    Newton-Raphson method to solve Eq. (14) for \(i=1, \ldots, N_{t}\)
                until convergence;
        until convergence;
    until PGD criterion is reached;
```

Unlike the first strategy, where two full resolutions in space and in time are successively carried out, another strategy for the resolution consists in considering the space-time problem as a whole and thus to link together until convergence a succession of calculations including an iteration of resolution of Eq. (13a) to correct $\boldsymbol{D}$ while supposing $\boldsymbol{F}$ known and followed by a resolution of Eq. (14) to calculate $\boldsymbol{F}$ while fixing $\boldsymbol{D}$ at the found value. The process is repeated until convergence, as it can be seen in Algorithm 4.2.

```
Algorithm 4.2: Second strategy of resolution.
    Loop on PGD modes
        Resolution loop in Space and Time
            Newton-Raphson iteration for computing \(\boldsymbol{D}\)
            Newton-Raphson method to solve equation Eq. (14) for \(i=1, \ldots, N_{t}\)
        until convergence;
    until PGD criterion is reached;
```

A last strategy would be to no more strive to solve perfectly Eq. (13a). For each mode, D could thus be calculated assuming the behavior is elastic, i.e. by the resolution of a linear system derived from Eq. (13a), and be used then to solve Eq. (14) precisely. This leads to the method described in Algorithm 4.3. It is clear that this approach would lead to a number of modes larger than the one that would be obtained with one of the previous methods. But considering the resolution time, this method could appear as efficient.

Algorithm 4.3: Third strategy of resolution.
Loop on PGD modes
Space linear resolution for $\boldsymbol{D}$
Time resolution
Newton-Raphson method to solve Eq. (14) for $i=1, \ldots, N_{t}$
until convergence is reached;
until PGD criterion is reached;

In all the cases, the convergence of the sequence will be supposed to be reached when:

$$
\begin{equation*}
\rho=\left(\frac{1}{\tau} \int_{T} \boldsymbol{R}(t)^{\mathrm{t}} \cdot \boldsymbol{R}(t) \mathrm{dt}\right)^{\frac{1}{2}} \leqslant \varepsilon_{T} \tag{15}
\end{equation*}
$$

where $\boldsymbol{R}(t)$ is computed with the last solution obtained and $\varepsilon_{T}$ is a desired accuracy threshold.
Remark 4.1 (Resolution of Eqs. (14)). The equations of the system of Eq. (14) being uncoupled, its resolution can be done step by step in time. Indeed, $F_{1}$ can be determined by the resolution of the first equation of Eq. (14). $\boldsymbol{D}^{\mathrm{t}} \cdot \boldsymbol{R}\left(t_{1}\right)$ being a function of $F_{1}$ only, the determination of $F_{1}$ can be done by a secant method. Then, knowing $F_{1}, \boldsymbol{D}^{t} \cdot \boldsymbol{R}\left(t_{2}\right)$ becomes a function of $F_{2}$ only. The determination of $F_{2}$ can thus be done in the same way, and so on until $i=N_{T}$.

Full results such as the computing time and the convergence are not yet obtained. As it can be stated from Eqs. (13b) and (14), the PGD needs much more calculations of the instantaneous residuals $\boldsymbol{R}(t)$ than the step-by-step method, but, as a counterpart, far less resolutions of a global matrix system associated with the problem in space. It is thus expected that the efficiency of the method should be checked for large finite-element meshes in space and numerous time steps. The applications presented in the next section only contain few degrees of freedom; therefore their aim is only to validate the concepts of the method. A comprehensive study to compare the proposed strategies will be completed in a future work.

## 5. Applications

Modeling the ratcheting effect requires the implementation of complex models such as those described for example in [25] or [26].

In the present case, our goal is only to show the ability of the PGD to simulate the evolutions of the mechanical variables and therefore the ratcheting effect. This is why we have chosen to consider a von Mises elastoplastic material with nonlinear kinematic hardening of 'Armstrong-Frederick' type [27], known to lead to a constant ratcheting during cycles in the case of asymmetric cycles of imposed stresses. The law of evolution of the kinematic variable is given by:


Fig. 1. Displacement of the end of the cube during cycles.


Fig. 2. Computed strain-stress cycles.

$$
\begin{equation*}
\dot{\chi}=\frac{2}{3} c \dot{\varepsilon}^{p}-\gamma \chi \dot{p} \tag{16}
\end{equation*}
$$

where $\dot{\chi}=\frac{\mathrm{d} \boldsymbol{\chi}}{\mathrm{dt}}, \boldsymbol{\varepsilon}^{\boldsymbol{p}}$ is the tensor of the plastic deformations, $\dot{p}=\sqrt{\frac{2}{3} \dot{\boldsymbol{\varepsilon}}^{\boldsymbol{p}}: \dot{\boldsymbol{\varepsilon}}^{\boldsymbol{p}}}$ is the cumulated equivalent plastic strain rate and $c$ and $\gamma$ are two parameters.

### 5.1. Uniaxial (tension-compression/traction and compression) test

The parameters of the model used in this case are for the Young modulus: $E=210,000 \mathrm{MPa}$, for the yield stress: $\sigma^{y}=200 \mathrm{MPa}, c=25,000 \mathrm{MPa}$, and $\gamma=125$.

We consider a unit volume element subjected to uniaxial stress cycles between -220 MPa and 300 MPa .
Fig. 1 shows the displacement of the end of the cube during cycles with a step-by-step resolution and a PGD solution with two modes using Algorithm 4.3. In this example, the first mode has been calculated considering a fully elastic behavior. The second mode is therefore the first elastoplastic mode.

Fig. 2 gives the evolution of the axial stress as a function of the axial deformation. These two figures clearly highlight the ratcheting effect and the ability of the PGD to reproduce it. It should be noted that the time steps used for the PGD being the same as those used for the step-by-step resolution, the error made for the integration of the constitutive equations is the same in both cases.

### 5.2. Perforated plate subjected to a monotonic loading

We now consider a perforated plate whose mesh and loading are given in Fig. 3. The behavior model used here is an isotropic work hardening one (Young modulus: $E=210,000 \mathrm{MPa}$, Poisson coefficient $v=0,3$, yield stress $\sigma^{y}=100 \mathrm{MPa}$, hardening slope 5000 MPa ). A monotonic pressure is applied from 0 to 75 MPa . Figs. 4 and 5 give the axial displacement of node 35 and the transverse displacement of node 53 over time and show the ability of the PGD to give a quite satisfying solution from only 2 modes using algorithm 3 . Here again, the first mode is a fully elastic mode.


Fig. 3. Mesh and loading of the perforated plate - Plastic zone at 75 MPa .


Fig. 4. Axial displacement of node 35 over time.


Fig. 5. Transverse displacement of node 53 over time.

### 5.3. Perforated plate subjected to a cyclic loading

We take again the nonlinear kinematic hardening model used previously for the cube and the cyclic loading described in Fig. 6 is applied to the plate. The parameters of the model used in this case are $E=210,000 \mathrm{MPa}, v=0,3, \sigma^{y}=100 \mathrm{MPa}$, $c=25,000 \mathrm{MPa}$, and $\gamma=125$.

Figs. 7 and 8 giving the axial displacement of node 35 and the transverse displacement of node 53 show the convergence of the method, using Algorithm 4.2. The loading being far more complex than the monotonic loading considered previously,


Fig. 6. Cyclic loading of the perforated plate.


Fig. 7. Axial displacement of node 35 over time.


Fig. 8. Transverse displacement of node 53 over time.
an accurate solution with the PGD requires more modes. Fig. 9 is giving the axial stress evolution as a function of the axial deformation in the element located near the hole reveals, during first cycles, a phenomenon of progressive deformation combined with an average stress relaxation.


Fig. 9. Evolutions of the axial stress as a function of the axial deformation.

## 6. Conclusion

The PGD was successfully applied for simulating elastoplastic problems with the choice of a finite element method for the approximation both in space and in time. The method leads to solve two coupled nonlinear problems, one in space and one in time, and the same approach can be applied to other constitutive equations.

The first results are promising. They show the ability of the PGD to simulate complex cyclic evolutions with ratcheting effects. The more complex is the evolution of the loading of course in space but also in time, the bigger is the number of modes necessary to obtain a satisfying solution.

As it has been explained in section 4, different strategies can be used to solve the coupled space-time problem. Full results relative to the computing time and the convergence will be completed in a future work.
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