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The development of computational welding mechanics (CWM) began more than four 
decades ago. The approach focuses on the region outside the molten pool and is used 
to simulate the thermo-metallurgical-mechanical behaviour of welded components. It was 
applied to additive manufacturing (AM) processes when they were known as weld repair 
and metal deposition. The interest in the CWM approach applied to AM has increased 
considerably, and there are new challenges in this context regarding welding. The current 
state and need for developments from the perspective of the authors are summarised in 
this study.

© 2018 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

1. Introduction

Additive manufacturing (AM) describes various techniques for building a three-dimensional (3D) geometry in a layer-by-
layer fashion. Powder bed fusion (PBF) and directed energy deposition (DED) are common examples of AM used for metals 
and alloys. The latter is more similar to welding in terms of equipment, but with many more ‘welds’. The filler material can 
be added by wire or powder, and the process can take place in a protected atmosphere or vacuum. Contrary to this, the 
PBF process is based on a special powder-bed machine. The heat source is either an electron beam or a laser beam, and the 
build of a component takes place in a special chamber with a vacuum or a protective gas. The PBF comprises a significant 
number of layers of molten material, as the average powder particle size is approximately 50 μm.

The study begins with two sections introducing AM modelling. Simulating PBF and DED processes is computationally 
demanding because of the large number of ‘welds’, and the techniques used to reduce the computing time at the beginning 
of computational welding mechanics (CWM) developments are once again of interest. Therefore, a short section on CWM 
is included. Thereafter follows an update of an earlier review concerning finite element (FE) modelling of AM [1] based 
on the CWM approach [2,3]. References to more recent works are added, together with discussions about computational 
efficiency and defect estimation. The possibility to model defects, which is a significant challenge but also of great interest, 
is discussed at end of the study.

2. Summary of the computational welding mechanics approach

The overall aim of CWM is to establish methods and models that are usable for the control and design of welding 
processes to obtain appropriate mechanical performance of the welded component or structure [3]. The thermo-mechanical 
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Table 1
Modelling assumptions for various scopes of models.

Scale Scope Assumption/approach

Component 1. Minimum weight versus given load Assume perfect process. Ideal geometry is obtained 
without any residual stresses, etc./Optimisation

2. Tool path for DED process Assume perfect process. Only considers motion of heat 
source/Optimisation

3. Design support structure for PBF or evaluate residual 
stresses and deformations

Assume a residual state for each ‘weld’ which is 
accumulated to residual mechanical state of component

4. Evaluate transient and residual state of component CWM
5. Evaluate microstructure CWM with microstructure model
6. Evaluate defects CWM with additional models, see chapter 6

Process zone 7. Evaluate molten region WPM including fluid flow of molten metal
8. Evaluate beam–powder interaction WPM including fluid flow of molten metal as well as 

powder particles
9. Evaluate micro-structure, solidification details, grain 
structure, etc.

Models for representative volume elements/Phase field 
methods, etc.

Fig. 1. Common modelling assumptions in CWM. Molten weld details are replaced by calibrated heat input model, and fluid flow is replaced by ‘soft’ elastic 
solid.

models can be combined with models for microstructure evolution, and thermo-metallurgical-mechanical interaction, as well 
as other features that enable the prediction of crack initiation. The description of heat generation requires only thermo-
mechanics in the case of explosive welding, friction welding, or friction stir welding. However, resistance welding also 
requires the inclusion of the electrical field. However, the process becomes significantly more complex for fusion welding 
processes. Weld process modelling (WPM), levels 7 and 8 in Table 1, focuses on modelling the physics of the heat generation 
to predict heat distribution. The CWM models begin with a given heat input that replaces the details of the heat generation 
process, and utilises a heat input model where the heat distribution is prescribed, as shown in Fig. 1. This model must be 
calibrated or obtained from WPM models. The review in [1] contains more details about modelling and heat source models.

3. General modelling approaches for additive manufacturing

The required scope of the model decides the appropriate modelling approach, as described in Table 1. The focus in 
this study is on CWM models, as shown in levels 4–6 in Table 1. The CWM models have evolved significantly over the 
last 10 years, combining advanced dislocation density-based plasticity models with phase changes/precipitate models [1,4]. 
However, the great number of ‘welds’ in AM results in computational challenges, as will be discussed in the next section. 
The greatest modelling challenge for the future is the estimation of defect generation, about which little is known, and is 
discussed in chapter 6.

It can be seen from Table 1 that a macroscopic modelling approach cannot assist in choosing process parameters to obtain 
a stable process zone, as it does not, for instance, include the beam–powder interactions [5–7]. The CWM approach is more 
appropriate for determining the effect of the process on aspects including temperature, deformations, and microstructure. 
This is a consequence of excluding the physics of heat generation as well as fluid flow in the weld pool. The choice of process 
parameters requires an appropriate WPM. Although the focus of this study is on models, it is essential that the importance 
of experiments for better understanding, as well as model calibrations and validations, such as the NIST initiative AM-Bench 
(https://www.nist .gov /ambench), is not neglected.

https://www.nist.gov/ambench
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Fig. 2. History reduction by lumping of ‘welds’, with temperature fields shown. On the left is the case without lumping, and case on the right shows where 
14 layers of ‘welds’ are added simultaneously, represented by four layers of elements [17]. The height of base plate is 12.7 mm.

4. Methods for efficiency

As indicated in Table 1, it is possible to perform simulations faster by introducing simplified modelling assumptions. The 
assumptions can be grouped into spatial and temporal reductions, or combinations thereof. A number of aspects regarding 
time and space are then ignored. A typical example of spatial reduction explores the possibility to reduce a 3D problem to a 
two-dimensional (2D) one [8,9]. This also implies a form of temporal reduction, as the axisymmetric model of a circumfer-
ential pipe and the use of a plane deformation model for a weld in a plate correspond to infinite welding speed. A temporal 
reduction ignores a portion of the history of the process or material response. The use of analytic solutions as well as 
solutions ignoring phase changes, lumping of ‘welds’, and similar simplifications are considered as temporal reductions, as 
shown in Fig. 2. It can be seen in Fig. 2 that the lumping also allows for the use of larger elements, which also speeds 
up the simulations. These approaches were adopted early in the CWM development [10]. The inherent strain approach, 
developed by Ueda et al. [11] in 1975, replaces the weld process by a measured final residual inelastic strain. The inherent 
strain field is approximated in a number of ways, depending on the approach taken. In order to be effective, this must 
typically be conducted in a more efficient way than a complete process simulation, which has limited the applicability of 
the approach. Having a representative inherent strain field enables a simple one-step analysis giving corresponding stresses 
and deformations of the component of the welded component [12]. This is one possible approach for level 6 in Table 1, 
and is used for AM in [13] by Keller and Ploshikhin. They used a small, fine-scale FE model of one hatch layer, which was 
analysed to obtain inherent strains that were applied for each layer in a macroscopic FE model. Michaleris et al. modified 
the approach, which became known as the decoupled plastic strain approach [14,15]. A similar simplification replacing the 
history of a ‘weld’ with a final state is described in [16]. Other approaches are available for replacing the final effect of 
a weld by simplified loading, for example in [9]. These simplifications were needed in the early days of CWM because of 
limited computing power, but are now being looked at again in the context of AM.

Assuming steady-state conditions and solving the thermomechanical problem for a moving coordinate system can be 
highly effective [18]. It can be considered to be a numerical technique, but is essentially a modelling assumption. Assuming 
steady-state conditions can be relevant for numerous weld cases, but less for AM processes at the component level. It is 
straightforward to implement for thermal fields, but the history dependency of the mechanical response requires tracing 
the history along ‘streamlines’, which complicates the implementation. Ding et al. [19,20] combined this for temperature 
fields with a number of sequentially analysed 2D plane-strain slices, each with a given temperature field along the weld 
path [21]. Therefore, each 2D model is subjected to an elasto-plastic analysis for each load step. Each slice gives the initial 
strain field to the next one. This could reduce the total simulation time by a factor of five for a simulated four-layer-high 
wall and still allow one to obtain a satisfactory residual state.

Another approach for efficient simulations is the use of a number of general numerical techniques, including parallel 
computing, adaptive meshing, sub-structuring, and element and solver technologies. A number of these techniques do not 
introduce approximations; however, some techniques introduce controllable errors, like remeshing. Montevecchi et al. [22]
used independent remeshing in different zones and allowed for discontinuous, non-matching mesh between these zones to 
obtain an efficient grading of the mesh. They used a contact logic to enforce continuity in heat transfer and forces. Denlinger 
et al. [23] used remeshing to coarsen the mesh away from the heat source in order to solve an AM case, which reduced the 
computing time significantly. The use of remeshing with a continuous mesh is shown in Fig. 3. A fine layer of elements is 
used close to the heat source to resolve the gradients in this region, coarsening to larger elements in the layers further down.
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Fig. 3. Example of remeshing. Colours represent temperature fields. Rightmost one is a cube of 9 × 9 × 9 mm.

5. Coupled thermomechanical CWM AM models

There are a number of well-established modelling approaches and notations in CWM, see [2]. One notation is cut-off 
temperature, which is used below. The exact meaning can vary, but the most common approach is to set it as the maxi-
mum temperature limit in mechanical analyses. Therefore, no changes in mechanical properties or thermal expansion are 
accounted for above this temperature. Modelling of materials subject to phase changes, like Ti-6Al-4V or low-alloy steels, 
requires specific procedures for accommodating the temperature-history-dependent properties. The most effective method 
is to combine a microstructure model with property models, which requires a type of homogenisation approach to obtain 
macroscopic material properties [1].

CWM models were applied to processes that became classified as AM later. The metal deposition cases in [24,25] are 
now denoted as AM. The example of repair welding of Alloy 718 described below is another example. A bulk of AM 
simulations are applied to DED processes, as the computational challenge is greater for PBF processes because of their 
significant difference in spatial scales [1].

Van Belle et al. [26] simulated PBF of stainless 15-5PH steel and limited the analysed volume to 0.6 × 0.5 × 0.5 mm. The 
layer is 40 μm in thickness, and the spot diameter is 100 μm. They compared plane stress, plane strain, and 3D models, and 
concluded that the 3D option is necessary for optimising the process. They also evaluated the effect of removing effective 
plastic strain, i.e. strain hardening, at melting point versus at 1000 ◦C. They ignored phase changes in the alloy as well as 
rate effects on the plastic response of the material. Zaeh and Branner [27] computed residual stresses and deformation for 
selective laser melting. They ignored hatching and merged layers to enable the simulations by introducing ‘scanning areas’. 
The structure was divided into 10 layers, each with a thickness of 1.0 mm. The actual layer thickness was 50 μm. They 
used separate material properties during heating and cooling to accommodate the effect of the phase transformations of the 
studied tool steel. They also accounted for transformation-induced plasticity. This approach was similar to the simplification 
of heating by Papadakis et al. [16].

Ding et al. [19,20] simulated DED with wire, which makes it possible to obtain increased build rates, but the residual 
stresses will also become greater [28]. The increased rates correspond to the addition of thicker layers. Therefore, the 
computing resources required for modelling are less demanding than for PBF, but remain significant. Their approach to 
increase the computational speed was discussed in the previous chapter. They simulated the addition four layers 2 mm in 
thickness, 5 mm in width, and 500 mm in length. They ignored phase changes in the structural steel and used a cut-off 
temperature of 1000 ◦C to avoid numerical problems. They also evaluated the effects of eight and 20 layers.

Montevecchi [22,29] simulated DED with wire, and modified the commonly used Goldak’s double-ellipsoid heat source 
model [30] by adding heat from the molten filler itself to the weld. Approximately 50% of the total heat was obtained via 
the filler. They studied the ‘one bead on plate’ case, and one wall comprising five layers. They also ignored the effect of 
phase changes on the mechanical properties of the studied structural steel. The results obtained showed good agreement 
with the measurements.

Hodge et al. [31] simulated selected laser melting of austenitic, stainless steel AISI 316L. They used a lumping tech-
nique merging 20 layers into one, and performed validation field measurements of deformation and neutron diffraction 
measurements of elastic strains, obtaining good agreement between the results.

Heigel et al. [32] studied DED of Ti-6Al-4V using a temperature-dependent, but perfectly plastic flow, stress model. They 
applied a cut-off temperature of 800 ◦C and set all strain components to zero when reaching 690 ◦C. The AM process was 
a 62-layer-high wall, one deposit wide at each layer. The wall was 3 mm in width, 12.7 mm in height, and 38.1 mm 
in length. They compared their computational results with temperatures and deflections and reported a good correlation. 
Earlier simulations of DED of Ti-6Al-4V from the group are presented in [23,33]. They also modelled PBF of Ti-6Al-4V and 
Alloy 718 [34,35], and built cylindrical shapes with an outer diameter of 15.88 mm and a wall thickness of 1.59 mm, and 
a height up to 12.27 mm. Each layer was 50 μm in thickness and remeshing was applied to reduce the amount of required 
elements. It is of interest to note that the expected influence of hatching on asymmetry of the build did not manifest, 
indicating that ignoring hatching details when modelling could be feasible, at least for similar cases. Denlinger et al. [36]
modelled laser PBF of Alloy 718, and could simulate 38 layers, as they utilised remeshing.
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Yang et al. [37] simulated DED of Ti-6Al-4V with data from [32]. They simulated two walls 2.72 mm in width and 
4.43 mm in height, one of which was 41.86 mm in length and the other 22.37 mm in length, and they formed a box. Five 
layers were added to reach 4.43 mm.

Vastola et al. [38] simulated one scan in PBF of Ti-6Al-4V to understand the relationship between process parameters 
and residual stresses. The model was sized 2.0 × 1.5 × 0.65 mm. The layer’s thickness was approximately 50 μm and the 
elements along the scan line were 62.5 × 62.5 × 12.5 μm, and used different sets of properties representing melt, powder, 
and solid. The powder and the liquid had low yield strengths and were ideally plastic.

Cheng et al. [39] studied the effect of hatching on residual stresses. The selective laser melting process was applied 
on an Alloy 718 powder. The substrate was 8 × 8 × 1 mm and the scanning islands were 6 × 6 mm. They simulated the 
addition of three layers of powders, each 30 μm in thickness. The elements utilised remeshing and the smallest elements 
were 200 × 200 × 15 μm.

Marimuthu et al. [40] simulated the AM of a circular wall on a bent plate of Alloy 718, and used laser deposition of 
blown powder. The plate was 250 × 250 × 3 mm and the height of the built wall varied between 20 and 28 mm because 
of the curvature of the support plate. The wall had a diameter of 100 mm, with a wall thickness of 25 mm. They lumped 
the deposition into five circular tracks divided into eight segments. One segmented track was added at a time, with a delay 
between each addition to obtain the correct total time for the process. Therefore, they activated a group of elements 40 
times in the simulations.

Prabhakar et al. [41] modelled the PBF of Alloy 718 using an electron beam as a heat source. They added heat with each 
layer and modelled the build as 50 layers. The base plate had the dimensions 15 × 15 × 1 cm, and each of the six built test 
coupons were 8 × 1.8 × 2 cm.

Chiumenti et al. [42] simulated DED using an electron beam as a heat source and supplying Ti-6Al-4V as powder. The 
model was a more complex constitutive model than others, and included viscoplastic behaviour. They also simulated the 
thermal part of PBF of Ti-6Al-4V [43], and ignored the detailed resolution of hatching in favour of heating one or several 
layers simultaneously.

Li et al. [44,45] developed a three-step approach. A detailed thermal FE analysis provided a melt pool geometry and 
temperature field with high resolution. The analysed regions were 5 × 0.6 × 0.15 mm, the first dimension being in the scan 
direction of the heat source, the second in the width direction, and the third in the thickness direction. The powder was 
supported by a substrate of size 5 ×0.6 ×5 mm. The elements were sized 50 ×50 ×37.5 μm. This initial analysis established 
a cross-sectional temperature field, with the unit normal to the direction of the velocity of the heat source. This field was 
used to construct a temperature field for a hatch, where all scans were parallel. This implies that the scans were performed 
simultaneously and would not affect each other. This obtained temperature field for a hatch region was applied on a larger 
5 × 5 × 0.15 mm FE mesh, with an additional 1 mm of solidified material of substrate below the powder giving a final 
thickness of 1.15 mm. The corresponding mechanical analysis was performed giving residual stresses for this medium scale. 
The deformation of a region of 35 × 15 × 0.15 mm, with a support plate of 45 × 22 × 1 mm, was then analysed by mapping 
residual stresses from the medium-sized model applied on each hatch region. This stress state is orientated according to 
the scan direction of each hatch region.

It is clear from the above studies that if a detailed analysis is required, it must be limited to small volumes. This is 
particularly true for PBF processes where each layer is 0.05 mm; however, the DED layers can be considerably thicker. 
Simulation of the state of components requires the use of temporal reductions, typically lumping of heating, as well as 
numerical methods like adaptive meshing. To date, numerous models have attempted to overcome these problems. However, 
they have placed less focus on the challenges in describing the material behaviour over a large temperature range, which at 
times involve phase changes.

6. Defect estimation

Introducing AM components in high-performance applications requires the control of defects. The results of numerous 
experimental studies have been published, particularly for aerospace alloys like Ti-6Al-4V and Alloy 718, which could lead to 
a renewed interest in modelling defects. Prediction of defects has not advanced significantly, despite the existence of CWM 
for several decades. However, the authors expect that the significant number of current joint efforts from multiple research 
areas will advance knowledge of failure prediction in the context of AM. The focus is on criteria for hot crack initiation used 
in welding and applicable to AM.

The use of the word ‘estimate’ indicates the statistical side of the problem. Defect initiation is a weakest link event, 
whereas plastic behaviour is more of an average property. Therefore, the scatter is greater when considering defects. The 
initiation of a defect is a combination of macroscopic mechanical loading as well as other factors, including the existence 
of sensitive microstructures, pores, and inclusions [46–48]. The macroscopic load is from the accumulated effect of thermal 
strains, including solidification shrinkage and mechanical restraints from the material itself, and possible fixturing.

Weld cracking can be grouped into hot cracking, solid-state cracking, and the special cases of hydrogen-induced and 
stress-corrosion cracking. The latter two are assigned their own categories, although they appear in the solid-state material. 
Hot cracking comprises solidification cracking and liquation cracking. The former initiates in the liquid films, between the 
growing dendrites from the growing grains, during solidification. It has a solidification range dependent on its alloying 
composition. Therefore, cracking is more likely for material with a large solidification range, which can be extended because 
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of segregation. Liquation cracking is similar, but occurs in the partially melted zone, in the brittle temperature range (BTR) 
of the material. Solid-state cracking comprises ductility dip cracking, reheat cracking, and lamellar cracking. It will not be 
discussed here, and details can be found in [47].

There are criteria that are more or less based on the underlying physics of crack initiation and growth. They are discussed 
in the following sections, from the less to the more complex criteria.

6.1. Thermal-based criteria

Crack initiation requires mechanical loading, as discussed earlier, but pure thermal criteria may sometimes be sufficient. 
Mukherjee et al. [49,50] summarised dimensionless numbers, which can characterise a process, like a non-dimensional 
heat input that is correlated to the lack of fusion when small, or pores due to key hole when greater. The use of these 
criteria is highly complex because of the strongly non-linear and complex conditions of AM. Beuth et al. [51,52] used the 
Rosenthal analytic solution for the temperature field to characterise the process, and generated non-dimensional process 
maps of power versus speed with the lower limit against lack of fusion and upper limit against pores. King et al. [53]
used normalised enthalpy as a measure of the risk for key-holing leading to pores. The Rosenthal analytic solution was also 
used to estimate the width of the molten pool in order to have sufficient overlap between scans [54]. Cooling rates are an 
important parameter, and affect the formation of Laves in Alloy 718 [55] and segregation [56]. They, in turn, affect the risk 
of cracking [57], which is discussed in the chapter on modelling AM of Alloy 718.

6.2. Thermomechanical-based criteria

The previous thermal criteria emphasised the importance of temperature history for the microstructure, but also in-
directly included the straining of the material, therefore requiring only a thermal analysis. However, a thermomechanical 
simulation makes it possible to directly include the mechanical load. Various criteria have been applied to a given structure 
and utilised in welding simulations, and the structure was characterised by a temperature range. The temperature range 
depends on metallurgy, so the criteria could also be denoted as metallurgy-informed. The BTR is the typical range choice. 
Critical stress criteria relate the stress over the liquid film to the maximum stress it can sustain, whereas it is more common 
to use critical strain [58]. Jonsson et al. [59] evaluated the accumulated plastic strain when the material cooled from 1400 ◦C
to 1000 ◦C. The range was chosen based on the extended solidification range of steel owing to the segregation of sulphur. 
This criterion showed a good correlation with the observed crack locations in a butt-welded plate. Wei et al. [60–62] used 
a similar approach for the accumulated mechanical strain in the BTR. They used a temperature of approximately 1275 ◦C
as the lower limit of BTR, which can be the coherency temperature [58]. Bergmann and Hilbinger [63] assumed that the 
solidification shrinkage is compensated by backfill from the melt until an accumulated strain of 0.02 was reached in the 
solidification temperature range. This value was obtained by fitting versus test.

6.3. Metallurgy and fluid flow informed criteria

The previous models circumvented details about the physics of the process, and ignored the important aspects of the 
liquid film, its thickness, as well as the backflow of liquid from melt. The model proposed by Rappaz et al. [64] for casting 
the RDG model yields the pressure in the film and assumes that decreasing pressure leads to cavitation and fracture initi-
ation. However, the model requires considerable underpressure for cavitation. Drezet and Allehaux [65] applied the model 
to welding. Coniglio and Cross [58,66] used the RDG model combined with strain localisation over the liquid film, and as-
sumed pre-existing pores leading to realistic underpressures for cavitation. Kou [46] described this model as well as other 
ones, including his own developments which accounted for the effect of strain rates. On-going work [67–69] combines the 
RDG model with developments by Coniglio, and additional developments to calculate the length of the frozen weld in initial 
cracks in the weld metal, and is discussed in the next chapter. The driving temperature and stress/strain fields are obtained 
from FE simulations of the weld process.

7. Thermo-metallurgical-mechanical simulation of AM of Alloy 718

The use of FE modelling of AM for a critical aerospace material, Alloy 718, is discussed below. It is repair welding or 
DED with wire using the notations of AM. The model combines a microstructure and constitutive model for the flow stress. 
The possibility to also include defect estimates is illustrated for Alloy 718.

Alloy 718 is commonly used aerospace material with significant high-temperature properties as well as weldability. 
However, micro-fissures from liquation cracking have been observed [70,71]. Wang et al. [72] reviewed the use of PBF 
processing of Alloy 718. The AM-produced components can also have pores, unmolten powders, and bonding defects from 
the PBF process.

The repair welding of Alloy 718, followed by an ageing treatment by induction heating, was simulated [73,74]. The 
dislocation density-based plasticity model, as shown in Fig. 4, accounts for the rate-dependent behaviour, dynamic, and 
static recovery and the effect of the γ ′′-precipitate size distribution. There are no precipitates in the annealed state, and 
there is approximately 13% volume fraction in the fully aged state.’
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Fig. 4. Examples of measured and computed flow stress curves of Alloy 718.

Fig. 5. γ ′′-precipitate size distribution for various ageing times at 750 ◦C.

The flow stress model is combined with a precipitate model based on the classical nucleation and growth theory [75,76]. 
An example of the computed results is shown in Fig. 5.

Fig. 6 shows the results from the simulation of the repair welding. The AM-produced Alloy 718 components can also 
have pores, unmolten powders, and bonding defects from the PBF process. Higher cooling rates reduce the amount of Laves 
phases and segregation of Nb.

Draxler et al. [67–69] developed a hot crack initiation criterion based on frozen weld in pores in the liquid film between 
grain boundaries during solidification, as shown in Fig. 7. This is a Varestraint test where the heat source is moving towards 
the right. The figure is plotted 0.1 s after bending of the welded plate is completed, when the heat source is at x = 41.6 mm.

The curved lines follow the gradient of the temperature field and outline the liquid films between the grains. The solid-
ification starts from the dashed line, denoting the fusion zone. The rightmost liquid film has just started to solidify at the 
shown instance. Their locations are arbitrarily chosen in the post-processing of the welding simulation. This post-processing 
combines FE results, including thermal and mechanical fields with a one-dimensional non-linear pressure model, and more 
detailed information about properties in and near the liquid film to obtain information about the risk of crack initiation. The 
computed underpressure is related to a critical pore size that could remain when the film is completely solidified because 
then it cannot still be healed by liquid backflow.

8. Discussion

The review of selected publications concerning the use of the CWM modelling approach applied to AM highlights a 
number of issues for the future. Most studies showed the need for computational efficiency and focused on various ap-
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Fig. 6. Temperature field, dislocation density, and precipitate mean size during repair welding of Alloy 718.

Fig. 7. Length of initiated cracks in welded Alloy 718. Results obtained from post-processing of finite element simulation of Varestraint test. Heat source 
moves along the x-axis towards the right.

proaches to speed up simulations while obtaining sufficiently accurate results. The studies showed that accurate results can 
be obtained through the effective use of experimental results. Future developments could include efficient methods with 
overall good accuracies for the deformation behaviour on a component scale in conjunction with detailed models showing 
microstructures, as well as defect information for the selected regions of components.

The current focus on efficiency in AM modelling is probably the reason why the effect of phase changes has been ignored 
or simplified. Furthermore, we anticipate a continuous improvement in material modelling necessary for detailed models.

Experimental results supporting both the understanding of the physics as well as calibration and validation of models 
will continue to be important. This is a problem for PBF processes taking place in closed chambers.
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