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Abstract. We consider a system of nonlinear partial differential equations modelling steady flow of an
incompressible chemically reacting non-Newtonian fluid, whose viscosity depends on both the shear-rate
and the concentration; in particular, the viscosity is of power-law type, with a power-law index that depends
on the concentration. We prove that the weak solution, whose existence was already established in the
literature, is unique, given some strengthened assumptions on the diffusive flux and the stress tensor, for
small enough data. We then show that the uniqueness result can be applied to a model describing the synovial
fluid. Furthermore, in the latter context, we prove the convergence of a nonlinear iteration scheme; the
proposed scheme is remarkably simple and it amounts to solving a linear Stokes-Laplace system at each
step. Numerical experiments are performed, which confirm the theoretical findings.

Keywords. Fixed point iteration, Incompressible flow, Non-Newtonian fluids, Chemically reacting flow,
Synovial fluid.
Published online: 16 September 2022

1. Introduction

Non-Newtonian fluids play an important role in science and engineering, and the mathematical
analysis and approximation of models of non-Newtonian fluids has been an active field of
research. Some of the groundbreaking early contributions include Glowinski’s work with Jean
Céa [1] on the numerical approximation of viscoplastic (Bingham) fluids, motivated by the work
of Duvaut and Glowinski’s doctoral advisor Lions [2] on the minimization of nondifferentiable
energy functionals. Glowinski’s papers [3, 4] with Americo Marrocco were some of the earliest
contributions to the finite element approximation of p-Laplace type nonlinear elliptic equations
and associated convex energy-minimization problems for functionals with p-growth of the kind
that appear in models of steady incompressible quasi-Newtonian fluids. Glowinski’s subsequent
work over the past five decades on the Bingham model [5-11] involved a range of new ideas,
including domain decomposition and operator splitting methods, the analysis of qualitative
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properties of Bingham flows, particularly large-time stabilization and, most recently in [12], the
numerical solution of the Bingham-Bratu-Gelfand problem, a non-smooth nonlinear eigenvalue
problem associated with the total variation integral that includes an additional exponential
nonlinearity.

In this work, we study the synovial fluid, which is a viscous, non-Newtonian fluid found in
the cavities of synovial joints and whose function is to reduce friction during movement. The
synovial fluid consists of an ultra filtrate of blood plasma that contains hyaluronic acid, whose
concentration influences the shear-thinning property and helps to maintain a high viscosity;
we refer the reader to [13-17] for more information about the biological properties of this fluid.
Concerning the mathematical modelling of the rheological behaviour of the synovial fluid, we
first point to the works [18, 19], in which a shear-thinning model with constant concentration
was proposed; however, since the concentration may significantly vary throughout its domain,
see, e.g. [20], such a model is not entirely appropriate. A model with a varying concentration was
studied in [21], although the influence of the concentration on the shear rate was not considered;
however, it was observed in laboratory experiments, see, e.g. [18], that such a description cannot
reflect the true rheological response of the synovial fluid. On that account, Hron et al. [22]
proposed a power-law type model whose index depends on the concentration of the hyaluronic
acid. Finally, we point to the PhD thesis of Pustéjovskad [23] for an extensive characterization of the
behaviour and the mathematical modelling of the viscous response of the synovial fluid and an
overview of the existing literature. Furthermore, this reference also includes some experiments
which support the power-law type model with concentration-dependent index as studied in [22].

Concerning the mathematical analysis of a coupled generalised Navier-Stokes system with
a convection—diffusion equation we first refer to [24] where, however, the effects of the shear-
rate and the concentration on the fluid viscosity were separated; in particular, the viscosity
was modelled by a power-law type rheology with a fixed power-law index and a concentration-
dependent multiplicative factor. The mathematical theory of a concentration-dependent power-
law type model, as introduced in [22], was first established in [25] and further improved in [26].
The latter work employed a Lipschitz truncation and took advantage of the Holder continuity of
the concentration, which was shown by using De Giorgi’s method.

The first study of finite element approximations of a concentration-dependent power-law type
model of a chemically reacting fluid flow was conducted in [27], based on the theory from [26].
However, since—at that time—a finite element counterpart of De Giorgi’s estimate was not avail-
able for three-dimensional space, the authors had to restrict themselves to the two-dimensional
case. The finite element analysis in three space-dimensions was, subsequently, carried outin [28].
In order to circumvent the absence of a discrete De Giorgi regularity estimate, the authors ex-
ploited a more complicated limiting process invoking a regularised system. Finally, a discrete
counterpart of the De Giorgi-Nash—-Moser theory in three space-dimensions was established
in [29], thus enabling the extension of the approach from [27] to the three-dimensional case
(see [30]). We remark that the existence proof of a finite element solution in [27], as well in [30],
has a minor flaw. For that reason, we will sketch an existence proof, which is based on the one
from [27], in Appendix A for our simplified model in the discrete setting.

We note that the works mentioned above neither address the uniqueness of the weak solution
nor the convergence of an iterative linearization scheme to a solution of the discrete or continu-
ous problem. Those open questions motivated the work reported herein.

1.1. Outline of the paper

In Section 2 we introduce the necessary notations, state some auxiliary results, and define the
weak formulation of the problem. Then, in Section 3 we prove the uniqueness of the steady state
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to an incompressible chemically reacting fluid flow problem under more restrictive assumptions
than those under which existence of weak solutions was shown in [26-28,30]. Furthermore, it will
be shown that the uniqueness result can be applied to a model of the synovial fluid. In Section 4
we show the convergence of an iteration scheme in the context of the model of the synovial
fluid introduced in the previous section. The results of numerical experiments are reported in
Section 5, and we conclude the paper with some closing remarks in Section 6.

2. Preliminaries

We assume throughout this work that Q c Rd, d € {2,3}, is a bounded open set with Lipschitz
boundary.

2.1. Basic notations

For any s € [1,00) we denote by L*(Q) := L5(Q;R) the Lebesgue space of s-integrable functions
with corresponding norm | f||s := (fQIf(x)Isdx)”s. Moreover, L>*°(Q) := L*°(Q;R) denotes the
Lebesgue space of essentially bounded functions with the norm || |l := esssupcqlf ()], and
L3(Q) :={f € L(Q) : [, f(x)dx = 0} denotes the set of functions (in the corresponding Lebesgue
space) with zero integral mean value. We note that, for s € (1,00), L*(Q) and Lf)/ (Q) are the dual
spaces of L’(Q) and L(S) (Q), respectively, where s’ € (1,00) is the Holder conjugate of s, i.e., the
number s’ > 1 that satisfies 1/s+1/s" = 1.

Likewise, for s € [1,00], we denote by W(Q) := WS(Q;R) the space of Sobolev functions,
endowed with the norm

luelly,s = llulls + 1Vulls. )

Moreover, for s € [1,00], the space of Sobolev functions with zero trace along the boundary 0Q
of Q is denoted by WOI’S(Q). Equivalently, for s € [1,00), WOI’S(Q) is the closure in W¥(Q) of
2(Q) := C°(Q), i.e., the space of smooth functions with compact support in Q, and its dual
space, for any s € (1,00), is denoted by w-Ls (€). Vector-valued Sobolev spaces will be denoted
by WS (Q)4 := whs(Q;R?). An important subspace will be the space of divergence-free Sobolev
functions Wy ()9 := fue Wy (@) : div(w) = 0}.

In the context of symmetric matrices, for 8,k € ng}‘f := {x € R*9 ;. x = x "} we denote by
& : % :=tr(6 ' x) the Frobenius inner-product, and by |x| the Frobenius norm.

2.2. Auxiliary results

Next, we list some well-known results that will play a crucial role in our analysis.
2.2.1. Poincaré’s inequality
There exists a constant Cp > 0 (depending on Q) such that
lullz < CpliVull,  forall ue Wy*(Q); ®)
see, e.g., [31, Corollary 9.19].
2.2.2. Korn’s inequality
Forallue Wol’2 (@)% we have that
IDullz < [[Vullz < V2| Dull,; 3)
see, e.g., [32, Lemma 3.37].
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2.2.3. Sobolev embedding

The injection W'?(Q) — LP(Q) is continuous for all p € [1,00) if d =2, and p € [1,6] if d = 3,
respectively; see, e.g., [31, Corollary 9.14].
2.2.4. The Rellich-Kondrachov theorem

If g > d, then the embedding wbhiQ) — C(Q) is compact, see, e.g., [31, Theorem 9.16] or
[33, Theorem 2.35].
2.2.5. Inf-sup condition

Forall s, s’ € (1,00) with 1/s+1/s’ = 1, there exists a constant v, > 0 such that

Jo gdivvdx

sup >vsllglly forallge LSI (Q); (4)

0¢V€W01'S(Q)d vl 1,s

see, e.g., [34, Section 5.1].

2.3. Problem formulation

In this work, we consider the following model of an incompressible chemically reacting non-
Newtonian fluid flow in steady state:

—div(S(c,Du) —u®u—-pl) =f inQ, (5)
divu=0 inQ, (6)
—div(q¢(c,Ve,Du)—cu) =0 inQ, @

where u: Q — R4, p: Q = R, ¢: Q — Rxg are the unknown velocity, pressure, and concentration
fields, respectively. Moreover, f: O — R? denotes a given external force, Du signifies the symmet-
ric part of the velocity gradient Vu, i.e.,, Du:=1/2(Vu+ vu'), and S(¢c, Du) and q.(c,Vc,Du) are
the shear stress tensor and the diffusive flux, respectively. To complete the problem (5)-(7), we
consider the Dirichlet boundary conditions:

u=0 and c=c; onoQ,
where c; € W19(Q) for some g > d and c; = 0 a.e. in Q. We further let

¢ :=minc;i(x) and ¢t ;= max cq(x), 8)
xe0Q x€0Q

which are well-defined thanks to the continuous embedding wbhi(Q) — C(Q), cf. Section 2.2.4.
Furthermore, we impose the following structural assumptions on the shear stress tensor and the
diffusive flux.

(AS) The shear stress tensor S: Rxo x R&<d — RE4 is continuous, and satisfies the following
growth, strong monotonicity, and coercivity conditions, respectively: there exist positive

constants Csg, Csps, and Cse such that

[S(c, k)| = Csg(Ix|+1), 9
(S(c,x) —S(c,8)) : (kx—8) = Csprl—8/%, (10)
S(c,x):x = Csclx|? (11

forall ce Rspand x,6 € ngxn‘f.
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(AQ) The diffusive flux q.: R x R% x ngxlf — R? is continuous, and, in addition, linear with
respect to the second argument. Moreover, there exist positive constants Cyg and Cyc
such that

lqc(c, 8, x)| = Cyalgl, (12)
q.(c,8 %) g = Cyclgl’ (13)
forall ceRxg, g€ RY and x € ngﬁrﬁi.

Remark 1. Compared to the works [25-28, 30], we imposed slightly stronger conditions on the
stress tensor S. Most notably, by assuming (implicitly) an infinite shear plateau for the viscosity
(cf. the paragraph following (44)), we circumvent the difficulty of dealing with Lebesgue and
Sobolev spaces with variable exponents.

In regard to the weak formulation of our problem (5)-(7) in the discrete case, we will first define
two trilinear forms for dealing with the convection terms in the momentum and concentration
equations, respectively. For any u,v,w e Wol’2 (Q)¢, integration by parts yields that

f(u@v):dexz—f (u®w):Vvdx—f (v-w)divudx, (14)
Q Q Q

where we have used that the functions involved have zero trace along the boundary 6Q); here
we employ the convention that (Vv);; := 6,-vj, for i,j € {1,...,d}. Hence, if divu = 0, i.e,
ue Wo{fiv(ﬂ)d , the last term vanishes. In turn, the convection term in the momentum equation
is skew-symmetric with respect to the second and third argument. In order to preserve this prop-
erty in the discrete setting, when the function u is replaced by a function from a finite-element

subspace of WOI’2 () that isn’t necessarily pointwise divergence-free, we define the trilinear form
1
By u,v,w] ::Ef (uew):Vv— (u®v): Vwdx, (15)
Q

which coincides with (14) for u € WOI';V(Q)d. For the same reason we consider the following
trilinear form for the convection term in the convection—diffusion equation:

1
B.[c,u,z]:= 5[ (zu-Vc—cu-Vz)dx, (16)
Q

for all u € WOI'Z(Q)d and ¢,z € W2(Q). Then, the weak formulation of our problem reads as
follows.

Problem (W1). Forfe W~12(Q)? and c; € W"9(Q), ¢ > d, find (c - cz) € W, (), ue W, ()4,
andpe Lg (Q) such that

/S(c,Du):Dvdx+Bu[u,u,v]—] pdivvdx = (fv) Vve W,* (9, a7
Q Q
f gdivudx = 0 VqeL3(Q), (18)
Q
f qc(c,Ve,Du)-Vzdx + Bele,u,z] = 0 Vze W, (Q). 19
Q

Furthermore, thanks to the inf-sup condition (4), we can restate Problem (W1) in the following
divergence-free form.

Problem (W2). For fe W™ '2(Q)% and ¢, € Wh9(Q), g > d, find (c—cq) € W,*(Q) and u €
Wol'jiv(Q)d such that

f S(c,Du) : Dvdx + B, fu,u,vl = (£v) Vve W, 7 (@, (20)
o ,

quC(c,Vc,Du)-Vzdx+BC[c,u,z] =0 YzeW, Q. @1
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3. Uniqueness of the solution to the weak problem

Let us recall that the existence of a weak solution to Problem (W2), or, equivalently (W1),
was already established in the works [25-28, 30]; see also Appendix A for the discrete setting.
Concerning the existence of classical solutions, we refer to [35]. In this section we will show that,
under certain more restrictive assumptions, cf. Remark 1, the solution is unique for small enough
data. In a first step this will be done for the general setting introduced before, and subsequently
we will apply our findings to a model of the synovial fluid.

3.1. Uniqueness of the solution—general framework

Before addressing the uniqueness of the solution, we will first state some bounds on the convec-
tion terms (15) and (16), respectively, which will be crucial for our analysis below.

Lemma 2. We have that

|Bele,u, 2l = CZ[Vell2 [ Vull2 [ Vz]l2, 22)
|Belcg,u, 2]l < CpllVul2[IVzll 23)

forallc,ze WOI'Z(Q) andu € W()I’Z(Q)d, where C,:= Cgg(1+Cp) >0 and
Cp := min {max{CZVcyll2, Cllcalloch, 3/2Cpllcalloo} - 24)

Moreover, ifue Wolﬁiv(Q)d, then the bound (22) remains valid for c € W2(Q), i.e., even ifclyq # 0.

Finally, we have that
|Bcle,u, 2]l = CcCsglVellz I Vull2ll 2l (25)

forallue W% ()4 and ¢,z W2 (Q).
Proof. We will first establish the bound (22) foru e Wol'z(Q)d. For d € {2,3}, the Sobolev embed-
ding theorem, cf. Section 2.2.3, yields the existence of a constant Csg > 0 such that
lulls < Csellull, forall ue Wh?(Q). (26)
In turn, by Poincaré’s inequality (2), we find that
lully < Cse(1+ Cp)IVullz = CellVullz 27)

forall u € Wol’2 (Q). Hence, by first applying the Cauchy-Schwarz inequality twice and subse-
quently invoking (27), we find that

|Bclc,u, 2]l < 1/2(IVellzl zllallulls + 1V zl2l cllallulls) < C2IVll2 IV 22 Vallz, (28)

which proves the bound (22).
In order to establish the first bound in (23), (24), we will apply Holder’s inequality to each of
the two terms on the right-hand side of (16), which yields

|Bclca,w, 2]l = 1/2(IVeglzlallalizlla + lleglloolull2 1 2112).
Next, by invoking the upper bounds (26) and (2), respectively, we further find that
|Bclca,u, 211 < 1/2(CE|Veall2 I Vull2 [V zllz + Collcallol Vull2 1 Vz]12),
which, in turn, leads to
|Be[ca,w, 21| < max{CZ 1V eallz, Collcalloo} I Vull2 |V 212

To prove the second bound in (23), (24), we will proceed along the lines of [36, p. 530]. We note
that the definition of B, cf. (16), together with the divergence theorem, imply that

1
Bclcg,u,z] = —f cdu'Vzdx——f cqzdivudx. (29)
Q 2 Ja
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Thus, it follows from Holder’s inequality that

1
IBclea,w, zl| < llcallollull2Vzll2 + 5 llcallollzl2 1 Vall2
1
< CrlicalloIVull2[Vzll2 + Cp3 I calloo I VZI2 1 Vull2,

where we employed Poincaré’s inequality in the second step; this gives rise to the other bound
in (23), (24).
Ifue Wolaziv(Q)d, then (29) implies that

|Bclc,u, 2]l = |Belz,u, c]| = < C2IIVel2IVull2 1 Vzlls

f zu-Vcdx
Q

for all z € WOI’Z(Q) and merely ¢ € W'2(Q); here, we applied as above the Cauchy-Schwarz
inequality twice and subsequently the bound (27). The inequality (25) follows in the same
manner. O

Remark 3. We note that the bounds (22), (23) (for u € W?(Q)%) are equally valid on finite-
dimensional subspaces. However, the other two bounds in Lemma 2 only remain valid in the
discrete setting for pointwise divergence-free functions, but not for functions from a finite
element subspace that are only discretely/approximately divergence-free.

Lemma4. We have that
|Bylu,v,w]| < Cy[|Dull2[|Dv| 2 |Dw]l2 (30)
forallu,v,we W, ()¢, where C, :=22C2.
Proof. By invoking the definition of By[:,-,-], cf. (15), the Cauchy-Schwarz inequality, the in-
equality (27), and Korn’s inequality (3), we immediately find that
|Bylu,v,w]| < %(IIUII4IIVII4IIVWII2 + a4 Iwll4VVl2) < 2v/2C2 | Dull2 | DVl [DW2,

which proves the claim. O

Next, we will show that any solution of (W2) can be bounded from above in terms of the source
function f and the boundary datum c.

Proposition 5. Let (u*,c*) € Wolaziv(Q)d x W2(Q) be a solution of (W2). Then, we have that
£l «

IDu* | < =: Cup, 31)
Csc
where v
V.

Ifllx := sup . (32)

O#VEWOLZ(Q)d ”DV”2

Moreover, the concentration can be bounded by

IVe*lla < Cué(CqallVeallz + V2CcCsgCuplicalli 2) =: Ce. (33)

Proof. Using the test function v = u* in (20) and applying the coercivity property (11) implies
that
CsclDu* |l < (f,u*),
which immediately yields the bound (31).
Next, we use the admissible test function ¢* — ¢4 € Wol’2 (Q) in (21), which, after a simple
manipulation of the terms, leads to

ch(c*,Vc*,Du*)-Vc*dx=fqc(c*,Vc*,Du*)-Vcddx—Bc[c*,u*,c*—cd]
Q Q

= f qc(c*,Ve*,Du*)-Vegdx + Be[c*,u*, cql;
Q
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here, we employed the linearity and the anti-symmetry of the convection term in the second step.
Consequently, by invoking (13), (12), (25), and the Cauchy-Schwarz inequality, we find that

CquIVC*Ilg = CqGIIVC*HzIIVCdIIz + CcCselVu*ll2IVe*llallcall 2.
Hence, from the first part and Korn’s inequality (3) it follows that
IVe*llz < ot (Cq6liVealla + V2CeCspCuplicall1 2); (34)
this finishes the proof. O
Now, we shall finally establish the uniqueness of the solution of (W2) under suitable assump-

tions. For that purpose, let us assume that (u*, ¢*), (u®,c®) € WolfiV(Q)d x W2(Q) are two solu-
tions of the weak problem (W2). Then, we have that

0= f (S(c*,Du*) —S(c®,Du®)) : D(u* —u®)dx
+QBu[u*,u*,u* —u’] - B,[u’,u’,u* —u’]
+B.[c*,u*, c* - c®] - B.[c®,u®, c* — ¢
+ fQ(qc(C*,VC*,Du*) —qc(c®,Vc®,Du’) - V(c* - ¢)dx
=: (I) + (ID + dID) + (IV). (35)

The goal is to show that (u*,c*) # (u® ¢°®) implies that the sum above is positive, which is
a contradiction. To that end, we will bound the summands (I)-(IV) individually. We will start
with (II): using the anti-symmetry and the linearity of the convection term B,,, we find that

(ID) = B, [u* —u®,u*,u* —u°].
Hence, thanks to Lemma 4 and Proposition 5, we obtain the bound
(D] < CupCuID@* —u®) 3.

Next, we will take care of (III). Similarly as before, by employing the anti-symmetry and the
linearity of the convection term B, we obtain that

(IID) = B;[c*,u* —u®, c* - ¢°].

Applying first the bound (22) (for a divergence-free velocity vector) in combination with Korn's
inequality (3) and the bound (33) yields

|IID| = V2C2 Ve 2 ID@* —u®) 21V (e* = %)z < V2C2CepID@* —u®) 2V (c* = )2
Let us recall that, for fixed real numbers a, b > 0, we have ab < 2 1ea® + (2¢)~1b? for all € > 0.
Hence, we may obtain the bound

&
|| < ﬁCchbllD(U* —u) |5+ ——C3CepIV(c* = 5.

1
V2e
In order to control the terms (I) and (IV), we need to impose additional continuity assumptions
on the stress tensor and the diffusive flux, respectively.

(AS™) There exists a continuous, non-decreasing function ¢y, : R=g — Rz such that ¢ (0) = 0
and

fQ(S(c,Du)—S(z,Du)):Dvdx < @r(Dull2)IV(c—=2)211Dvll2 (36)

for all (c - ¢4), (z— cq) € Wy *(Q) and u, ve W, *(Q)4.
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(AQ™) There exist continuous, non-decreasing functions ¥ : Rxg — Rx¢ and ¥/, : Rxg x Rz —
Rxo, with w1 (0) = 9 (0,0) = 0, such that

fg(qc(c,Vc,Du)—qc(c,Vc,Dv))-Vzdx = yr(Vel)ID@-v21Vzll2, (37

UQ(qc(c,Vc,Du)—qC(E,Vc,Du))-Vzdx < wrIVelz, IDull) Ve - Ol21Vall2 (38)

for all (c - cg), (€~ cq), z€ W) *(Q) and u, ve W, * ()%

Assuming (AS*), we will first bound (I). For that purpose we decompose the integral into two
parts,

O = f (S(c*,Du*) -S(c*,Du®)) :Du* —u®)dx + f (S(c*,Du®) —S(c®,Du®)) : D(u* —u®) dx.
Q Q
By invoking (10), (36), and (31), we find that

(D) = CsylIDW* —u?) |3 - L (IDU ) IV(c* = )2 ID* —u) |,
> (Cspr =27 181 (Cup)) IDW* —u®) 15— 28) 1L (Cup) IV(c* = )3

for any ¢ > 0. In a similar manner, by first decomposing the integral
av) = fQ(qC(c*,vC*,Du*) —qc(c*,Vc®,Du*))-V(c* - c®)dx
+ fﬂ(qc(c*,Vc‘),Du*) —qc(c®,Vc®,Du)) - V(c* - %) dx
+ fﬂ(qc(c‘ﬁv&Du*) —qc(c®,Vc®,Du®) - V(c* - c®)dx

and then employing the linearity of the diffusive flux in the second argument in combination
with (13), as well as (38), (37), and (33), we obtain the lower bound

(IV) = CyclV(c* = )5 = L(Cep, Cup) IV(c* = e)II5 = w1 (Cep) ID@* —u?) 2V (c* = )l
= (Cgc = W1L(Cep, Cup) = 1) WL (Cep)) IV(c* = )5 =27y (Cep) ID* —u®) 3,
for any y > 0. Combining all of the above inequalities implies that
1
V2e
+ (CSM ~27'6¢1(Cyup) — CupCu —

0= (ch - (20) ' pL(Cup) = —=C; Cep =P 1(Ceb, Cup) — (zy)-le(ccb)) IV(c* =)l
%C?ch - Z*IWL(ccb)) ID@* —u®)3.

For simplicity, we set y = § =€ =1 so that

. 1 _ .
0= (cqc—z lw(cuh)-chcch—w(cch,cub)—z le(ch))||V(c*—c°)||§
e
-1 1 2 -1 * oy 112
+|Cspm—2 <PL(Cub)—CubCu—ECCch—2 U/L(ch)) D™ —u®)|l5. (39
v

Recall that ¥, vy, are continuous (non-decreasing) functions with ¥ (0,0) = w1 (0) = ¢ (0) =
0. Moreover, thanks to Proposition 5, we have that C,;, — 0 as [f|x — 0, and C.;, — 0 as [/f]|,
lcall1,4 — 0 with g > d. Consequently, we find that

Y1(Cep,Cup)y ¥L(Cep), @1(Cyp) —0 as|flx—0 and lcgll1,q4—0. (40)
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Thus, since C4c and Csy are fixed positive constants, we have that the factors v, and vy of
IV(c* - c°)||§ and |[D(u* —u®) IIE, respectively, in (39) are both positive for [|f|l« and [c4ll1,4 small
enough, with g > d, which implies that

IV(e* = )3 = ID@* —u®)[15 = 0;
i.e., the solution is unique. We summarize our findings in the next theorem.
Theorem 6. Given the assumptions (AS), (ASY), (AQ), and (AQ*). Then, for small enough data | f|

and ||cqll1,q4 with q > d, the solution of Problem (W2), and therefore also that of Problem (W1), is
unique.

Remark 7. Some of the assumptions in Theorem 6 can indeed be weakened. For instance, the
function ¢ from the assumption (AS™) may also depend (adversely) on the boundary data c.
Indeed, as before, for small enough | c4l1,4, with g > d, and |/f||« we have that

1
V2
Va+27 91 (Cup) = Cspr — CupCu —

C2Cey =1 (Cep, Cup) =27y 1(Cep) 227" Cycy
1
V2
Now let c; and f be such that those inequalities are satisfied. We note that, for such a fixed ¢, this
inequality remains true if we further decrease |f|| .. Since, moreover, ¢ (C,3) — 0 as | fll« — 0, we
conclude that v, and vy, are positive for this fixed boundary data c; and ||/f]|« small enough. This

yields, as before, the uniqueness of the solution.

Ve+27 1(Cup) = Cyc —

C2Cep—27"y1(Cop) 227 Cs .

Remark 8. Theorem 6 remains valid in the discrete setting, at the level of a finite element ap-
proximation of the problem, provided that we consider an inf-sup stable finite element velocity-
pressure pair where the discretely divergence-free velocities are in fact pointwise divergence-free.

3.2. Application to a model of the synovial fluid

In this section, we want to show that our findings from before can be applied to the model of the
synovial fluid to be introduced below, cf. (41), (42). For that purpose, we need to verify that the
assumptions of Theorem 6 are satisfied in this context.
For simplicity, we consider a constant diffusion coefficient
qc(t, 8 K) = Kcg (41)

for some positive real number K, > 0 independent of 1 € Rxg, g€ R, and x € ngﬁf. Consequently,
we immediately obtain the following result in the given setting.

Lemma 9. The properties (AQ) and (AQ") are satisfied with Cy6 = Cyc = K. and wi =y =0,
respectively.
Furthermore, the shear stress tensor is defined by
S(c,x) := plc, I )x, c€Rzo, k€ REY, (42)
where the viscosity coefficient p: R>o x Rx9 — Ry is given by
ple, 1) = pof+ po(1 - Y1+ A0)"; (43)
here, o >0, B €(0,1), 1 > 0, and the exponent 7 : R>o — (—0.5, 0] satisfies the following properties:

(R1) r is continuously differentiable and monotonically decreasing;
(R2) r(0)=0and r(c) <0 for ¢ > 0;
(R3) the derivative is bounded, i.e., there exists a constant C, > 0 such that

|7 (c) = C, forall ceRsp. (44)
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We refer to [23, Ch. 5] for the modeling of the viscous response of the synovial fluid: in contrast
with that reference, cf. [23, (Model 1)], we introduced an additional term “poB”, which acts as
an infinite shear plateau. Now let us state and prove some useful properties of the viscosity
coefficient p.

Lemma 10. The viscosity coefficient j1: R=>g x R=9g — Rxq has the following properties:
(a) p is continuous in both arguments, i.e., 4 € C(Rxp x Rxg);
(b) forany givenc=0, u(c,-) : Rxo — Rxq is non-increasing, i.e., 0;p(c,t) <0 forall t = 0;
(c) we have that

poB(t—s) < ulc, )t —ulc,s*)s < wo(t—s) forallc=0andt=s=0; (45)
(d) we have that u(c, t) € [uoB, pol forallc,t=0.

Proof. The definition of y, cf. (43), and the continuity of r, cf. (R1), immediately imply the as-
sertion (a). Moreover, (b) follows from the assumption that r(c) € (-0.5,0] for all ¢ = 0. Con-
cerning (c), let us define, for any fixed ¢ > 0 (the case ¢ = 0 is trivial), the real-valued function
(1) = p(c, t?) t. Then, thanks to the mean value theorem we find that
ingcf'(r)(t— <&M -E) ssupé’ (1) (t—s) forallt=s5=0. (46)
T=

720

It can straightforwardly be verified that & (¢) # 0 for all ¢ > 0, lim;—.o &'(£) = po, and lim;_.o, &' () =
LoB; this implies the claim (c). Finally, (d) follows immediately from (c) by setting s = 0 and

dividing by ¢ > 0. O
Furthermore, thanks to Lemma 10, it can be shown that

(e, Ik — u(c, 181)8] < v3polx -8, 47)

(ule, k) x = p(c, 1619)8) : (k — 8) = poPlr— 8 (48)

forall ¢ = 0 and %, 8 € R&xY; we refer to [37, Lemma 2.1] or [38, Lemma 2.1].

Lemma 11. The shear stress tensor S(c, k) from (42) satisfies the assumption (AS) with

IS(c, %) = polxcl, (49)

(S(c, %) ~S(c,8)) : (k= 8) = poflx -8, (50)

S(c,x) Kk = popPlxl?. (51)

Proof. The estimates (49), (50), and (51) immediately follow from Lemma 10(d) and (48). U

It remains to verify the assumption (AS*). Let (c —¢g), (z—¢g) € Wol’2 (Q),u,ve Wol’2 (@4, and
consider the integral

f(u(c,IDulz)—,u(z,IDuIZ))Du:Dvdx.
Q

In order to bound this integral, we will invoke the mean-value theorem, which yields, for almost
every x € Q,

|u(c(x), IDu)?) - p(z(x), IDu)*)| = [0, D) *)| [c(x) — z(x)| (52)
for some ¢ between c(x) and z(x). A straightforward calculation reveals that
dcp(&,1Du)|) = po(1 - B)log(1 + AIDu(x)*) (1 + AIDu) )" @' (©). (53)

We remark that in the proof of Theorem 6 we only required (36) to hold true for solutions of
the weak problem (W2). Especially, the concentration fields involved are supposed to satisfy
a convection—diffusion equation, which can be cast, in view of (41), into the framework of
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[39, Theorem 8.1]. In particular, they satisfy a minimum principle in the sense that, for any
solution (u*, ¢*) of (W2) in the given setting, we have that

essinfc* = mincy(x)=c¢~ >0;
xeQ xe0Q

here, we further assume that the boundary function is strictly positive. For that reason, we can
assume without loss of generality that
c(x),z(x)=c >0, (54)
and in turn, by (R1)-(R2),
r(c(x)),r(z(x)) =r(c7) <0 (55)

for (almost) all x € Q. Since ¢ is an element between c¢(x) and z(x), we further have that r () <
r(c7). Therefore, recalling (44), we can uniformly bound the term in (53) by

10cu(E, IDu)[?)| = Cylog(l + ADu(x)|*) (1 + A|Du(x)*)" ",

where
Cy:=po(1-p)C;. (56)
Consequently, we have that

U (u(c,|IDuf?) - p(z,|Dul?))Du: Dvdx
Q

< cﬂf log(1 +A/Du/*)(1 + A|Du/*)" ?|Dul |c - 2| |Dv] dx.
Q

Since r(c™) <0, there exists, for any given p € (0, 1), a value M(p, r(c™)) > 0 such that
log(1+ At <+ At?) 7€) forall t= M(p,r(c)).
Furthermore, we note that there exists a constant C, > 0 dependingon r(c”) <0and0<p <1

such that
log(1+At?)(1+ArH) )27 < ¢, forall t € [0, M(g, r(c7))]. (57)

Hence, upon defining the set Qs := {x € Q: [Du(x)| = M(p, r(c™))}, we find that

f(u(C,IDUIZ)—,u(z,IDuIZ))Du:Dvdx
Q

< cucgf |Du|! 2107 Dc — 2| IDv| dx
Qm

+ cﬂf (1+AIDu>) "Dyl |c - 2| |Dv|dx
Q\Qy

M+ dD.

Concerning the integral (II), we first observe that
1 +A|Du|2)(lfg)r(c’) < A(lfg)r(c’)|Du|2(179)r(c’)

since (1 -p)r(c”) <0, and thus

(I) = C,A0-0r ) f IDu|' 2107 ¢ — 2| |Dv| dx.
Q\Qpy

In particular, we have that

U (u(c,IDuf?) — p(z,|Dul?))Du: Dvdx
Q

< cumax{cg,/lﬂ‘w””}f |Du|' 21707 c 2| |Dv| dx.
Q

=9
(58)
In the following, we will bound the integral .# from above by applying Holder’s inequality twice.
Let p € (2,00) (to be determined later on) and denote by p’ = p/(p — 1) its Hélder conjugate. Then,
Holder’s inequality implies that
o, , 1/p’
F<lc-zl, U |Du|1+20-0rEP Dy dx
Q
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Next, we apply Holder’s inequality for g = 2/p’ > 1 to obtain

! A vp'q
g < ||c—z||p(f |Dy|¢F2UmereDra dx) IDVll2.
Q
A simple calculation reveals that p’q’ = 2p/(p —2), and thus
) (p-2)/2p
I<le-zlp ( f Dl 20T @Rl p2) dx) IDVIl2.
Q

Letusrecall that0 < (1+2(1—-p)r(c™)) < 1. Hence, since 2p/(p —2) — 2as p — ooand 2p/(p —2) —
oo as p — 2, we can find a p > 2 such that

(1+2(1 )r(c™)) 2p =2 (59)
e p—2 =2
Indeed, a basic calculation reveals that (59) is satisfied for
1
== (60)
P 0z ore)

we note that this value is, as required, larger than 2 since r(c) € (—0.5,0) for all ¢ > 0 by our
assumptions on the exponent r. Consequently, it follows for this specific choice of p that
7 < e~ zllIDuly 2470 Dy, 61)
In the following, we shall distinguish the two cases d =2 and d = 3.
Case d = 2: For simplicity we set p = 1/2, and in turn p = —2/r(c™), so that (61) becomes
& < lic—zl,IDull} "D, 62)
By the Sobolev embedding theorem, cf. Section 2.2.3, there exists a constant C » > 0 such that
lc—zlp=Cpllc—zli2= Cp(1+Cp)IV(c—2)ll2, (63)

where we employed Poincaré’s inequality in the second step. Combining the inequalities (58),
(62), and (63), we find that

U ((c,|Duf?) - p(z,|Du?))Du: Dvdx
Q

< Cymax{Cy, A" "2C, (1 + Cp)IDully V(e - 2) 2| DV] 2.

Case d =3:1f r(c™) < —1/6, then we can choose g € (0, 1) such that p = 6, cf. (60). Subsequently,
if we denote by Cp the positive constant from the continuous embedding wl2(Q) — L8,
cf. Section 2.2.3, we find similarly as before that

< Cumax{Cy, A7%}C,, (1 + Cp) IDull331V (c - 2) 2| DVl

f(N(C,IDHIZ)—,u(z,IDuIZ))Du:Dvdx
Q

In particular, we have established the following result.

Lemmal2. For(@d=2and—-0.5<r(c”)<0and(b)d=3and—-0.5<r(c”)<—1/6, respectively,
we have that

Uﬂ(u(c,lDulz)—u(z,IDulz))Du:Dvdx <@ (IDul)IV(c—2)|21IDv|»

forall(c—cg), (z—cy) € Wol‘2 (Q) satisfying (54) (for almost every x € Q) andu, ve WOI'Z(Q)d, where
(@) ¢r(t) := Cymax{Cy, A" 21C,y (1 + Cp) 17, (64)
(b) ¢1.(8) := C,ymax{C,, A"/6}C,, (1 + Cp) t*'3; (65)
the constant C, is defined as in (57), and thus depends adversely on ¢ > 0.

Together with Theorem 6 and Remark 7 we obtain the following uniqueness result in the
setting of Section 3.2.
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Corollary 13. Let the shear stress tensor and the diffusive flux be defined as in (42) and (41),
respectively. If d = 2 and c419q > 0, then the solution of (W2) is unique for ||f|l«, llcq 1,4, withq > d,
small enough. Moreover, if d = 3 and the boundary datum c is such that

1 1
V2 V2

then the solution of (W2) is unique for |f|l . small enough.

Ke——=C2Cp>0, poB—CyupCy——=C2Cey>0, and r(c”)<-1/6, (66)

Remark 14. Let us consider the model exponent
r(c)=3(e"*-1)€(-0.5,0], 67)

where a > 0; cf. [23, p. 32 (Model 2a)]. Then, we have that r(c™) < —1/6 if and only if ¢~ >
a‘llog(3/2). Hence, ¢~ can be rather small for large values of a. Furthermore, the other two
inequalities in (66) are satisfied for small enough |/fll« and [lc4|l1,4, with g > d.

4. A convergent iteration scheme for the synovial fluid flow model

In this section, we shall present a fixed point iteration scheme, which converges to a solution
of (W2) in the setting of the synovial fluid flow model introduced in Section 3.2 under suitable
assumptions on the data f and c4. In the following, we assume without loss of generality that ¢4
takes its minimum on the boundary 09, i.e., ¢;(x) = ¢~ for all x € Q.

*
Let us define the operator F: Wolﬁiv(ﬂ)d x WOI'Z(Q) — (Wolﬁiv(ﬂ)d X WOI'Z(Q)) by

(F(u,¢),v,2)) := f p(c+cg,|Du>)Du: Dvdx + By, [u,u,v] — (£, v)
Q
+f KV(c+cq)-Vzdx+ Bclc+cg,u, 2] (68)
Q

for (u,¢),(v,2) € Wol’jiv(ﬂ)d X Wol’2 (Q). Then, problem (W2) is, in particular, equivalent to the

operator equation

*
Find (u,¢) € Wy (7 x Wy (@) s.t. Fw,0)=0 in (W&jiv(md x WOI‘Z(Q)) . (89
We want to apply the Zarantonello iteration scheme, cf. the original work [40] or the monographs
[41, Section 3.3] and [42, Section 25.4], to our operator equation (69). For that purpose we further
define the operator T: W' (@) x W*(Q) — W2 (@) x W, *(Q) by

0,div
T(u, ¢) := (T%(w,0), T°(u, 0)) := (u,¢) - 6] 'F(u,c), (70)
where § > 0 is a damping parameter and J : W= (@)% x Wy*(Q) — (W15 (@4 x W, *(Q)*

denotes the Riesz isometry with respect to the following inner product on Wolaziv(Q)d x Wol’2 (Q:

((u,c),(v,z));:zf Du:Dvdx+f Vc-Vzdx. 71)
Q Q
The norm induced by the inner product (71) will be denoted by || |Ij; therefore we have that

Iw, 0§ = IDul3 + 1 Vell3.

Furthermore, we note that J™'F(u, ¢) =: (i, ¢) € WolﬁiV(Q)d X WOI'Z(Q) is the unique solution of the
linear problem

fDﬁ:Dvdx+/ VE-Vzdx=fu(c+cd,|Du|2)Du:Dvdx+Bu[u,u,v]—(f,v)
Q Q Q

+f K. V(c+cyg)-Vzdx + B:[c+cy,u,z]
Q
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for all (v,z) € WolﬁiV(Q)d X WOI’Z(Q). We will first show that the operator T maps a closed subset

of Wh? Q4 x WI'Z(Q) to itself. Subsequently, we will establish the strong monotonicity and the
0,div 0 Y, g

Lipschitz continuity of F restricted to this closed subset, which, in turn, implies the convergence
of the Zarantonello iteration to a solution of (69) for a suitable damping parameter.
For the sake of deriving the self-mapping property, we consider a closed ball of the form

Br:= {(w,0) € W5 (4 x Wy (Q): I (w, o)y < RY.
By the definitions of the operator T and the inner product (:,-); we have that

1T, )IF = ((u,¢) -8 "Flu, ¢), (T"(u,0), T(w, )));

:fDu:DT“(u,c)dx+fVc-VTC(u,c)dx
Q Q
—6[ p(c+cg,|Du>)Du: DT (u, ¢) dx — 5 B, [u,u, T (u, ¢)] + 6 £, T (u, ¢))
Q

—6[QKCV(C+ cq)-VT(u,c)dx — 6B [c+cg,u, T (u, 0)].
Invoking Lemmas 2, 4, Korn’s inequality (3), and the Cauchy-Schwarz inequality leads to
1T, o)} < fQ(l —dulc+ cg,|Dul*)Du: DT (u, ¢) dx+f9(1 —8K)Ve- VT (u,c)dx
+8KcVeall2 VT (u, ¢) [l + 8Cy IDull3IDT (u, 0) 12 + S1Ifll « IDT" (u, €) 12
+8V2CE Dl VT (w, &) l2(IVell2 + IV eqll2).

Recall that Bug < u(c, t) < po; here, we assume without loss of generality that this remains true for
negative values of c. Hence, we further find that, for § < min{1/K,,2/(uo(1 + 8))},

ITw,A)lF < (1-8Buo)IDullz[DT*(w,0) Iz + (1= 5K Vell2 VT (u, ¢) I
+0K)1Veall2IVT (u, 0)ll2 + 5Cy IDullFIDT" (u, o) Iz + S 11fl IDT* (w, ) |2
+8V2C2|Dull2 | VT (u, ) 2 Vell2 + 6v2CZ | Dull2 [ VT (u, )12 Veall2

=: (D) + (II) + (dID + AV) + (V) + (VI) + (VII).
The Cauchy-Schwarz inequality implies that
(D + (ID) < (1 — 8 min{Buo, Kl (w, &) I T(w, o) Iy

Now let us assume that

@min := min{Bpo, Kc} — V2C2||Vcall2 >0, (72)
which is the case for [ ¢4 1,4 small enough, with g > d. Then, we have that
M + (D) + (VI) < (1 = damin) I (w, &) 5 I T(w, ) Ily. (73)
Furthermore, again by employing the Cauchy-Schwarz inequality, we obtain the bounds
(D) + (V) < 6(KZ IV eql3 + IF15) Y2 I T, o)y, (74)
and
(IV) + (VD) < 6(C5 + 27 CH 2l (w, o IF I T (w, €) . (75)

Combining the bounds (73), (74), and (75) yields that
IT@, o)y < (1 = Samin) (W, ) Iy + SKZ [ Vealls + 11312 +6(CF + 271 CH 2l u, o) lIF
Consequently, in order to obtain a self-mapping T: Br — B, we require that
(1 =8 amin) t+8(KZVeglls + If12)Y2 +8(C2+271CHY? 2 < R
for all £ < R. Since § amin < 1, it is sufficient to find an R > 0 such that

(C2+271CHY2R? — amin R+ (K2 IV eall + 1£12) 12 < 0. (76)
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We remark that the corresponding quadratic equation has the solutions

@min * \/Oélznin —4(C5+271CHY2(KE | Veql3 + 1IF13)1/2
Ry = 5 - >0 77
2(C5+271CHl?
provided that the expression under the square root is nonnegative. In particular, we have estab-
lished the following result.

Proposition 15. Assume the small data properties (72) and
2

ac .
(K2IVeq 2 + Iff2) /2 < ——min (78)
c" d“z I ”* 4(C5+2—1Cg)1/2

where amin is defined as in (72), and that the damping parameter satisfies 0 < § <
min{l/K,2/(uo(1+ B)}. Then, for any R € [R_,Ry], cf. (77), we have that T : Bg — Bg is a
self-mapping.
Next, we will show that F|g, is strongly monotone for sufficiently small R. To that end, let
(u, ¢), (v, z) € Bg and consider
(F(u,c) —F(v,2),(u,c)—(v,2)) = f (ulc+cq, |Du/?)Du — ulz+cg, IDv|?)Dv) : D(u—v) dx
Q
+ By [u,u,u—-v] - By,[v,v,u—v]
+Bclc+cg,u,c—z]—B:lz+cg4,v,c— z]
+f K. V(c—2)-V(c—2)dx
Q
=: (I) + (ID + JID + IV);
cf. (35). Using similar arguments as in the analysis of Section 3.1, we obtain the bounds
|| < CyIDull2[D-v)|3
and
|| < V2C2ID@-V)[I2 IV (c = 2)l2 (1 Vell2 + Veall2);

we note that only the estimates (22), (23) are required to obtain the latter bound, and therefore
this remains valid in the setting of merely discretely divergence-free finite element approxima-
tions to the velocity field. Moreover, it is evident that

(IV) = K IV(c- 23,

and thus it remains to bound (I). As in the analysis of Section 3.1, we will consider the following
decomposition:

o = f(p(c+cd,|Du|2)Du—p(c+cd,IDVIZ)Dv):D(u—v)dx
Q

+f ((c + cg, IDVI*)DV — pu(z + ¢4, IDVI*)DV) : D(u—v) dx
Q
=: (Ia) + (Ib).

Thanks to (48) we have that
(Ta) = o BID - ) 5.

Next, we want to bound (Ib) in the same manner as in Section 3.2. We note that in the analysis of
Section 3.2 we used that ¢, z= ¢~ > 0, and in turn r(c), r(z) < r(c”) <0, which is not guaranteed
in the context of the Zarantonello iteration. However, this issue can easily be circumvented by
redefining the exponent function r(c) := min{r(c), r(c7)}. Indeed, this does not interfere with any
solution (u*,c*) of (W2), since r is monotonically decreasing and c*(x) = ¢~ for every x € Q.
Moreover, even though r : R — (-0.5,r(c7)] might no longer be continuously differentiable,
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all of the results from the previous section remain valid. Therefore, we may apply Lemma 12,
which states that, under suitable assumptions,

[Ib)] = L IDVI2)IV(c = 2) 21D -W)ll2,

where ¢ is defined as in (64) and (65) for d = 2 and d = 3, respectively. Combining all of the
inequalities established above and recalling that (u, ¢), (v, z) € Bg leads to

(F(u, )~ F(v,2), (u,0) = (v, 2)) = (o — CuR)ID-V) |5+ Kc[IV(c— 23
- (V2C2 R+ 1V eall2) + o1 (B) ID@ =W V(e - 21l
= vl (w0,
where
Vi = min{pof — CyR, Kc} — 272 C2(R+ 11V call) -2 gL (R).

Remark 16. We note that v > 0 for R and | c4|l1,4 small enough, with g > d. Moreover, we have
that R_ — 01in (77) as [[fll«, llcqll1,4 — 0, with g > d. In particular, for small enough data [cq4ll1,4
and |[/fll«, with g > d, there exists a radius R > 0 such that T : By — By is a self-mapping, cf.
Proposition 15, and F|g,, is strongly monotone.

It remains to verify the Lipschitz continuity of F|g,, where R is chosen according to Remark 16.
For (u, ¢), (v, z), (w, h) € Bg we have that

(F(u,c) —F(v,2),(w, h)) = f(u(c+cd,|Du|2)Du—u(z+ ca,|DV|?)Dv) : Dwdx
+QBM [u,u,w] — B, [v,v,w]
+B.lc+cg,u,h]l — B:[z+ cg4,V, h]
+f K. V(c—2)-Vhdx

=: (D f(II) + (11D + (IV).

By similar arguments as before, and since all of the elements considered are contained in the
closed ball Bg, we find that
|aD] <= 2C,RID(u—v)[2[IDwl2 (79)

and
|| < V2C2RIV(c—2)l21IVAl2 + V2C2(R +IVeal2) ID- W2 VAl
< 2C2(R+1IVcqll2) I, ¢) = (v, 2) [5IV All2;

again, this bound further on holds true in the discrete setting without requiring that the discretely
divergence-free finite element velocity fields are also pointwise divergence-free. Moreover, the
Cauchy-Schwarz inequality implies that

|IV)| = K[V (e = 2) 211V Al (80)

We can bound (I) in the same manner as in the derivation of the strong monotonicity, whereby
we have to replace the lower bound (48) with the upper bound (47), which yields

I(D] < V3uo D —v)[2IDWI2 + @1 (R)IV(c - 2)lI2IDWI
< B +pL(RH2 (W ) - v, 2) |5 IDW],.

Next, we may combine the bounds (79) and (80) to obtain

[ID]+1IV)| = max{K, 2Cy R} (u, ¢) — (v, 2) 5 | (w, B [ly. (81)
Together with the bounds for (I) and (III), we find that

(F(u,¢) —F(v,2), (w, h)) < Lgll (u, ¢) = (v, 2) 5 (W, B) Iy,
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where
L := B + @R +4CHR +IVeal2)*)M? + max{K,, 2C, R}. (82)

Theorem 17. Assume that the data |fll« and |cgll1,4, with q > d, c¢q = ¢ and (@) ¢~ > 0 for
d=2and (b) r(c”) < —1/6 for d = 3, respectively, are small enough such that (72) and (78) are
both satisfied and, in addition, R € [R_, R,] can be chosen so that vg > 0, cf. Remark 16. Moreover,
consider the modified exponent function r(c) := min{r(c), r(c™)}. Then, the Zarantonello iteration,

@™, " =T, ¢, (83)
whereT: Wolfiv(Q)d x Wol’2 Q) — Wolﬁiv Q% WOI'Z(Q) is defined as in (70), converges to the unique

solution of (69) contained in Bg for any initial guess (u°, c®) € Bg and damping parameter
0 <& <min{2vp/L2,1/K., 2/ (o(1 + B))}.
This statement remains valid for the iteration on conforming, discretely divergence-free finite

element spaces, cf. Section 5.1.

Proof. The claim follows from the Lipschitz continuity and the strong monotonicity, see, e.g.,
[41, Theorem 3.3.23]. g

5. Numerical experiments

In this section, we will perform numerical experiments in two space-dimensions, i.e. d = 2, to
empirically examine the convergence of the Zarantonello iteration (83) in the context of the
synovial fluid model (41), (42) with the exponent given as in (67). For that purpose, we will
consider appropriate mixed finite element methods to discretize the problem.

5.1. Finite element spaces

Let 9 be an admissible triangulation, cf. [43, Definition 5.1], of Q c R?. Then, we consider the
following conforming finite element spaces of the velocity, pressure, and concentration fields,
respectively:

V(T) = (Ve W, 2 (Q)?: VIr eP(T)* forall Te T},
QW) = {QeC(Y:Qlr ePy(T) forall T e I} L3(CY),
Z(T) = {ZeW,*(Q): ZIr ePo(T) forall Te T},

where Py denotes the set of polynomials of total degree at most k € N. In particular, we consider
the lowest order Taylor-Hood element for the velocity-pressure pair, see, e.g., [32, Section 3.6.2];
it is well-known that this pair satisfies the discrete inf-sup condition. Moreover, the space of
discretely divergence-free velocity vectors is given by

Vo(9) := {VE\/(PT):[ Qdidex:OforallQe@(ST)}.
Q

5.2. Discrete iteration

For our numerical experiment, we will include the pressure field into the iteration scheme (83),
and, in turn, do not require the velocity vectors to be (discretely) divergence-free. To that end, we
redefine the iteration scheme as follows: find (U"*!, P!, C"*1) e V() x Q(T") x Z(J") such that

((U”“,C"“),(V,Z))J—af P"“didex+f Qdivu™dx
Q Q
=((U",C"),(V,2));—-6(FU",C"),(V,2)) (84)
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Figure 1. Experiment 1: Plot of the discrete residual against the number of iteration steps.

for all (V,Q,2) € V(I) x Q) x Z(T), where F: V(T) x Z(F) — (V(T) x Z(J))* is similarly
defined as in (68). In particular,

(F(U,0),(V,2)) :=fu(C+Cd,|DU|2)DU:Dde+Bu[U,U,V]—<f,V>
Q

+f K:V(C+cy)-VZdx+B.[C+cy,U,Z]
Q

for (U, ), (V,Z) e V(9) x Z(9). It can be shown that, thanks to the discrete inf-sup condition, the
convergence of the divergence-free iteration scheme (83) implies the convergence of the iteration
procedure (84); we refer to the analysis from [44, Section 4.2].

5.3. Numerical tests

We will now provide some numerical results. For the purpose of our experiments, the algorithm
has been implemented in Python using the FEniCS software [45,46]. In all of our numerical tests,
we will consider no-slip boundary conditions for the velocity vector on the rectangular domain
Q:=(0,10) x (0,1) c R?. Furthermore, the source function is defined by

f(x, ) := (x+0.1) Y4 (y+0.1)7 V4, 10.1-x)"V?)T, (85)
where (x, y) € Q denote the Euclidean coordinates in R?, and the boundary function is given by
calx,y)=x+y+xy+1. (86)
For our initial guess (U°, C°) € V(9") x Z(9), we will always use the constant null function.

Experiment 1. In our first experiment, we will consider the fixed parameters K. = 1, po =1,
B =0.01, A =10, @ = 3, and a uniform mesh consisting of 2000 elements. In this setting,
the Zarantonello iteration with damping parameter 6 = 1.5 required 25 steps to generate an
approximation whose discrete residual has a norm smaller than £ := 107%; the corresponding
convergence plot is shown in Figure 1.

We performed this experiment for different mesh sizes. In each case, the same number of
iteration steps were required to obtain the given tolerance for the discrete residual. This indicates
that the Zarantonello iteration is robust with respect to the mesh size. This is one of the reasons
we endeavoured to carry out the convergence analysis at the function space level; for instance, a
failure to note that a map such as / maps between a function space and its dual space can lead to
mesh-dependence in the resulting iterative algorithm (cf. [47]).
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Figure 2. Experiment 2: Plot of the discrete residual against the number of iteration steps
for different choices of the relaxation parameter A.
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Figure 3. Experiment 3: Plot of the discrete residual against the number of iteration steps
for the Newton method with a continuation with respect to 1.

Experiment 2 (Influence of the relaxation time 1). Next, we want to examine how different
choices of the relaxation parameter A affect the convergence rate of the Zarantonello iteration
scheme. Except for A, we choose the same parameters as in the previous experiment. As can
be seen from Figure 2, the convergence rate deteriorates for an increasing value of 1; however,
the Zarantonello iteration still generates a highly accurate approximation even for exceptionally
large A. In contrast, the classical Newton method already fails to converge for a much smaller
value of the parameter A, as shall be shown in the next experiment.

Experiment 3 (Performance of the classical Newton method for large 1). Once more, we
consider the setting from the Experiments 1 and 2, but now starting with the value A = 1, and
employing the classical Newton method. For a given relaxation time A, we iterate until the norm
of the discrete residual drops below &, := 108. We then update the relaxation parameter by the
rule A — 21741, and repeat the process until Newton’s method fails to converge within 200 steps
for a given A > 0. In particular, we employ a very generous continuation method with respect to
the parameter A. Nonetheless, Newton’s method already fails to converge for A = 430 in the given
setting. The corresponding convergence plot is depicted in Figure 3.
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6. Conclusion

We proved that, under suitable assumptions on the shear stress tensor and diffusive flux, the
solution to our chemically reacting incompressible fluid flow problem is unique for small enough
data. It was further shown that this abstract analysis can be applied to a model of the synovial
fluid. In this context, we have, in addition, introduced a fixed point iteration scheme, which
generates a sequence converging to a solution of the given problem. Finally, our numerical
experiments indicate that the proposed iteration scheme converges in certain situations in which
the classical Newton method fails. Thanks to the simplicity of the proposed iterative method (it
amounts to solving Stokes-Laplace systems), it is likely that it could be successfully employed
as a relaxation scheme within a nonlinear multigrid method such as the Full Approximation
Scheme (FAS), in order to accelerate convergence. In addition, the method would be suitable
for computation at scale, since efficient linear solvers and preconditioners are already available
for the Stokes system [48]; in contrast, developing preconditioners for the Newton linearization
of Problem (W1) would most certainly prove to be very challenging.
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Appendix A. Existence of a finite element solution

In this appendix, we shall provide a sketch of the existence of a finite element solution. For
that purpose we consider the finite element spaces from Section 5.1 and the corresponding
discretized problem: Find (U, C) € V((97) x (Z(97) + c¢4) such that

f S(C,DU):DVdx + B,[U,U,V] = (V) VVeVy(9), A1)
Q

f q:(C,VC,DU)-VZdx+B:[C,U,Z] =0 VYZeZ(9); (A2)
Q

here, we assume without loss of generality that ¢; € W»*(Q). We further assume that the
assumptions (AS) and (AQ) are satisfied and that the diffusive flux, in addition, fulfils the following
strong monotonicity assumption: there exists a constant Cqys > 0 such that

(Qe(c, Ve, ) —qe(2,Vz,K)) - V(e — 2) = CgmIV(c— 2)I? (A3)

forall ¢, z € (W, () + ¢4) and x € R&:?. We note that (A 3) is indeed satisfied for our model of
the synovial fluid, cf. (41).
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First of all, for given U e Vy(9) and C € (Z(9) + ¢y), it can be shown in the same manner as
in [27] that the problem

Find UeV,(9) s.t. f S(C,DU):DVdx + B,[0,U,V] = (£ V) VVeVy(T), A4)
Q

has a unique solution with |Ull;» < K, for some constant K, independent of Uand C. In
the following, we will denote by G : V() x (Z(J) + ¢4) — Vo(J) the corresponding solution
mapping. In [27] it was further shown that, for any fixed U € B\Iéu ={VeVo(T): |Vl 2 < K}, the
convection—diffusion equation (A 2) has a unique solution C € (Z(9) + c¢4) with ||Cl12 < K, for
some constant K. independent of U; let N : BX,, — (Z(9) + ¢4) denote the corresponding solution
mapping. Then, we have that H := G(-,N(")) : BXE — BX,/ and any fixed point U of H provides a
solution (U,N(U)) € Vo(J) x (Z(T) +ca) of (A1), (A 2). Hence, if we can show that H: By — By
is a continuous operator, then Brouwer’s fixed point theorem yields the existence of a fixed point,
and, in turn, of a solution of the system of equations (A 1), (A 2).

Let us first establish the continuity of the mapping N : BXM — (Z(9) +cy). Forany U,V e Bvu,
the strong monotonicity (A 3) yields that

CqmIVINU) - NW) |5 < fQ(qc(N(U),VN(U),DU)—qC(N(V),VN(V),DU))-V(N(U)—N(V))dx
= fQ(qC(N(U),VN(U),DU)—qc(N(V),VN(V),DV))-V(N(U)—N(V))dx

+fQ(qC(N(V),VN(V),DV)—qc(N(V),VN(V),DU))-V(N(U)—N(V))dx
=: (D+{dD.

Since N(V) and N(U) are solutions of the convection—diffusion equation (A 2) for fixed velocity
vectors V and U, respectively, we find that

(D = Bc[N(V),V,N(U) - N(V)] - B¢;[N(U),U,N(U) -N(V)] = B.[N(V),V-U,N(U)],

where the latter follows from the anti-symmetry of the trilinear form. We recall that, for any
We Bxu, INW)Il12 = K¢. In turn, ISwlh2 = Kc + llcglli2 =: K¢, where {w = N(W) — ¢4 € Z(T).
Hence, by invoking (22), (23) and the anti-symmetry of the trilinear form, we find that

I = Be[éy +cq, V-, &y + cgll < (C2KZ +2CpK,) VU - V)|l

which vanishes for V— U. In order to bound the second summand, we first observe that by the
Cauchy-Schwarz inequality

1/2
[ID| = ([quc(N(V),VN(V),DV)—qc(N(V),VN(V),DU)Ide) IVIN() = NW) 2

1/2
sZKC(LIqC(N(V),VN(V),DV)—qC(N(V),VN(V),DU)|2dx) )

where we employed the uniform bound on the mapping N : BI\(/u — (Z(9) + ¢4) in the second
inequality. Since the concentration flux is continuous and all of the arguments involved are
essentially bounded thanks to the equivalence of norms on finite-dimensional spaces, we find
that the integrand in the second inequality above is essentially bounded as well. Moreover, if
V — U with respect to the ||-||l; 2-norm, then this is also true with respect to the |||} co-norm,
which, in turn, implies the almost everywhere convergence. Consequently, we can employ the
dominated convergence theorem to obtain that the integral vanishes for V— U; i.e. |(II)| — 0 as
V — U. By combining the above observations we find that N(V) — N(U) as V — U, which is the
desired continuity property.
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Finally, we will show that H := G(-,N()) : B%u - BXM is also continuous. From the strong
monotonicity assumption (10) we obtain that

CsmIIDHU) -HW)[I5 < fQ(S(N(U),DH(U))—S(N(U),DH(V))):D(H(U)—H(V))dx
= fQ(S(N(U),DH(U))—S(N(V),DH(V))):D(H(U)—H(V))dx

+f (S(N(V),DH(V)) - S(N(U), DH(V))) : D(H(U) — H(V)) dx
Q
=: (D +{1D.

We can show that |(II)] — 0 for V— U in an analogous way as before by using the continuity of S
and N. In order to show that (I) vanishes for V— U, we first exploit that H(U) is a solution of (A 4)
for C = N(U) and U = U, which implies that

(@) =-B,([U,H(U),H(U) -HW)] + B, [V,H(V),HU) - H(V)] = B, [U-V,H(U), H(V)].

Then, by Lemma 4 and the uniform boundedness of the operator H, this leads to |(I)|] — 0 for
V — U. Combining those observations proves the continuity of the operator H: BXu — BX,/ which
concludes the proof.
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