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1. Introduction

Magnetohydrodynamics (MHD) is a branch of physics that studies the behavior of electrically
conducting fluids, such as liquid metals, in the presence of a magnetic field or an electrical
current. MHD is important in various engineering and scientific applications, including power
generation, materials processing and energy storage.

The MHD equations consist of the incompressible Navier–Stokes equations coupled to the
Maxwell equations in the quasi-static approximation. In the incompressible Navier–Stokes equa-
tions, a major challenge for mathematicians and physicists is that the pressure and velocity are
coupled via the incompressiblity constraint. This led to the development of operator splitting
methods [1–4], and more generally to numerical approximation methods for non-linear vari-
ational problems [5], that allow to decouple and approximate these equations. For instance,
a popular way to approximate incompressible Navier–Stokes equations is to use projection meth-
ods where the problem is decoupled into a sequence of parabolic and elliptic equations for the
velocity and pressure, respectively. We refer to [6] for an overview of projection methods.

One of the promising applications of MHD is in liquid metal batteries (LMBs), which are a
novel type of energy storage system with potential use in grid-scale energy storage for renewable
energy sources. These sources, such as wind and sunlight, are by essence highly intermittent,
however they will play a crucial role in electricity generation in near future if they can be stored
at low cost. Liquid metal batteries consist of two layers of liquid metals of different densities,
separated by a thin layer of electrolyte. They are concentration cells where electrochemical
reactions affect the composition of the liquid metal electrodes [7]. The cell voltage is generated by
variations of the partial molar Gibbs free energy of the electroactive component that is exchanged
between the negative (top layer) and the positive electrode (bottom layer). In other words, energy
is stored in these batteries by alloying and de-alloying processes in the liquid metal electrodes.
LMBs can be described as electrochemical cells with sharp interfaces between the electrodes
and electrolyte. Other cells, such as alkaline electrolyzers, molten salt batteries, and aluminum
reduction cells, are widely used in various industrial applications. In these systems, an electrode
is in contact with an electrolyte, creating a sharp interface where electrochemical reactions take
place. This interface is critical for the overall performance of the cell, as it determines the rate
and efficiency of the electrochemical processes. It can be modelled by a macroscopic approach
where the continuous change of electric potential over the electrical double layer is replaced by
a discrete jump in electrical potential (see [8] and references therein). This approach has been
recently used in a Finite Volume Method (FVM) model coupled with a microscopic description
of potential difference and different overpotentials in the electrolyte and the electrodes that
influence the cell voltage of a battery [9]. It is extremely valuable in that it allows not only to model
electrochemical cells up to the meter scale, but also to take into account all the spatial variations
of overvoltages and the three-dimensional distribution of current and potential. Overviews of
numerical methods used for the modeling of the current and electrical potential distributions in
LMBs can be found in [10, 11].

The objective of this article is twofold: we intend to use the mentioned macroscopic approach
to model the discontinuous electric potential distributions between an electrode and an elec-
trolyte using two different formulations, one based on a formulation with the electrical poten-
tial directly (as done in [8, 9, 12]) and a new one based on the magnetic field. The transmission
problem on the electrode-electrolyte interfaces is represented by interface jump conditions on
the electrical potential and the curl of the magnetic field divided by the electrical conductivity,
respectively, and is enforced via the use of interior penalty Galerkin methods. These transmis-
sion conditions are related to conditions imposed between solid parts and fluid in fluid-structure
problems as developed in the work of Prof. Roland Glowisnki and co-authors in [13].
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The paper is organized as follows. In Section 2, we present a formulation using the electri-
cal potential and check its convergence with manufactured solutions. In Section 3, we intro-
duce a novel formulation that uses the magnetic field as primary unknown. We show the equiv-
alency between both formulations by comparing both methods on various setups in Section 4.
We conclude in Section 5.

2. Formulation problem with electric potentialϕ

We first present a model for discontinuous electrical potential distributions between an elec-
trolyte and an electrode.

2.1. Problem description

Let us consider a domainΩ⊂R3 with boundary Γ= ∂Ω. The domain is assumed to be partitioned
in two subdomains Ω1 and Ω2 such that Ω = Ω1 ∪Ω2, Ω1 ∩Ω2 = ;. The interface between
both domains is denoted by Σ = Ω1 ∩Ω2. We denote by ϕ the electric potential and by σ the
electrical conductivity. We denote by ϕ1,σ1, ϕ2,σ2 their restrictions to the subdomain Ω1 and
Ω2, respectively. A sketch of the domain is displayed in Figure 1.

Figure 1. Cylindrical domain used for numerical investigations: electrolyte on top, elec-
trode on bottom.

Using the electric potential ϕ as primary unknown, the magneto-static equation can be
written as the following elliptic equation:

−∇·(σ∇ϕ) = 0 in Ω1 and Ω2, (1a)

ϕ1 −ϕ2 =ϕjump on Σ, (1b)(
σ1∇ϕ1 −σ2∇ϕ2

) ·n = 0 on Σ, (1c)

where ϕjump is a given function that represents the jump of electrical potential at the interface Σ
and n the outward normal to the surface Σ. We note that these equations are also supplemented
with either Dirichlet or homogeneous Neumann boundary conditions.
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2.2. Space discretization

In the sequel, we use cylindrical coordinates (r,θ, z) as indicated in Figure 1. We assume that the
domain Ω is axisymmetric which allows us to use a Fourier decomposition in the azimuthal di-
rection θ as it is done in the SFEMaNS code used to perform all the numerical simulations re-
ported in this paper. The Fourier components of the electric potential can then be approximated
on a meridian section Ω2D of the domain Ω using finite elements. We refer to [14–16] for more
information on the SFEMaNS code

It leads us to introduce a regular family of non-overlapping quadratic triangle meshes that we
denote by (Eh)h>0 and the meridian finite element space:

X 2D
h =

{
v ∈ L2 (

Ω2D)
; v|Ω2D

i
∈C 0(Ω2D

i

)
, for i = 1,2; v(TK )|K ∈P2,∀ K ∈ Eh

}
,

where h represents the mesh size (i.e the diameter of cells K ) and TK represents the quadratic
transformation that maps the reference element K̂ = {(r, z);0 ≤ r,0 ≤ z,r 2 + z2 ≤ 1} to the element
K of Eh . The electric potential is then approximated in the following space:

Xh =
{
ϕ=

M∑
m=−M

ϕm
h (r, z)e i mθ ;ϕm

h ∈ X 2D
h ,ϕm

h =ϕ−m
h ,∀ m ∈ 0, M

}
,

where M + 1 represents the maximum number of complex Fourier modes used in the Fourier
decomposition. The meridian section of the interface Σ is represented by a family of quadratic
triangular finite elements Σ2D

h . For each element F in Σ2D
h , we denote by hF the local mesh size,

i.e. the diameter of the triangle F .
To avoid excessive notation when introducing the weak formulation of our problems, the

following assumes that no Fourier decomposition is used, that the unknown ϕ lives in a three
dimensional finite element space also denoted by Xh and that elements live on a space denoted
by Σh .

2.3. Weak Formulation

The discrete problem for the electric potential reads: findϕ ∈ Xh such that the following holds for
all ψ ∈ Xh∫

Ω1

σ∇ϕ ·∇ψdV +
∫
Ω2

σ∇ϕ ·∇ψdV −
∫
Σ

(
ρ1σ1∇ϕ1 ·n1 −ρ2σ2∇ϕ2 ·n2

)
(ψ1 −ψ2)dS

+β
∫
Σ
Λh−1

F (ϕ1 −ϕ2)(ψ1 −ψ2)dS =β
∫
Σ
Λh−1

F ϕjump(ψ1 −ψ2)dS, (2)

where the boundary conditions (Dirichlet or Neumann) are enforced strongly. For Dirichlet con-
ditions, we set ϕ equal to a given boundary condition g on ∂Ω. Neumann boundary conditions
are enforced similarly. The harmonic averageΛ and weight ρi are defined by:

Λ= 2σ1σ2

σ1 +σ2
, ρ1 = σ2

σ1 +σ2
, ρ2 = σ1

σ1 +σ2
. (3)

We refer to the work of [17] for more information on the origin of these average and weight
formulas. The constant β represents a tunable penalty parameter that is always set to one in
our numerical investigations. The vector ni is the outward normal vector to the interface Σ with
respect to Ωi . We note that, unlike the interface condition (1b) that is enforced weakly, meaning
that it is enforced in the weak formulation (2) using the terms in the second line, the interface
condition (1c) is enforced strongly like the boundary conditions.
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2.4. Numerical investigations

In this section, we run two sets of tests using manufactured solutions to ensure the good behavior
of the SFEMaNS code when solving the above weak formulation. First, a series of tests with
ϕjump = 0 is performed, then, another series of tests is done with a given jump in electric potential
around the interface Σ. All tests are performed on the domain Ω = {(r,θ, z);0 ≤ r ≤ R,0 ≤ θ <
2π, H0 ≤ z ≤ H1} with the interface Σ = {(r,θ, z) ∈ Ω; z = H } where we set R = 0.5, H0 = 0, H1 =
1, H = 0.5.

The manufactured solutions used in this section are determined using the method of separa-
tion of variables. They involve the first kind Bessel functions denoted by Jm and the nth root of
J ′m denoted by κ′mn . In the following, our numerical tests involve the roots κ′01,κ′11 and κ′21 whose
approximate values are reported below for completeness:

κ′01 = 3.8317059702, κ′11 = 1.841183781200789, κ′21 = 3.054236935206724.

2.4.1. Tests with ϕjump = 0 and σ= 1

We consider three sets of tests that involve the Fourier mode m = 0,1,2. The electrical conduc-
tivity σ is set to one in the whole domain. The manufactured solutions are defined as follows:

• Test 1 (mode m = 0):
ϕ(r, z) = J0(kr ) sinh(k(z +H0)) with k = κ′01/R.

• Test 2 (mode m = 1):
ϕ(r, z,θ) = e iθ J1(kr )sinh(k(z +H0)) with k = κ′11/R.

• Test 3 (mode m = 2):
ϕ(r, z,θ) = e2iθ J2(kr )cosh(k(z −H1)) with k = κ′21/R.

6.2 · 10−3 1.2 · 10−2 2.5 · 10−2 5.0 · 10−2 1.0 · 10−1

h

1 · 10−8

1 · 10−6

1 · 10−4

1 · 10−2

ζ

O(h3)

no jump, m = 0

no jump, m = 1

no jump, m = 2

Figure 2. Order of convergence of L2 relative errors in electric potential when ϕjump = 0
with respect to mesh size h. The dash line represents the theoretical order of conver-
gence h3.

We note that a homogeneous Neumann boundary condition is applied on the lateral face of
the domain (r = R) and that Dirichlet boundary conditions are applied on the lids of the cylinder
(z = H0 and z = H1). We denote by ζ the relative errors in L2-norm of the electric potential defined
by

ζϕ = ∥ϕnum −ϕ∥2

∥ϕ∥2
, (4)



6 Sabrina Bénard, Loic Cappanera, Wietze Herreman and Caroline Nore

whereϕ is the exact solution given by the manufactured solutions above andϕnum the numerical
approximation. The relative errors with respect to the non-dimensionalised mesh size h are
reported in Table 2. We recover the theoretical order of convergence, equal to three as we are
using quadratic finite elements, as shown in Figure 2.

Table 1. Relative errors in L2-norm of ϕ with ϕjump = 0. The non-dimensionalised mesh
size is denoted by h and the number of degrees of freedom by ndof.

h ndof m = 0 m = 1 m = 2
0.1 322 6.12 ·10−4 5.21 ·10−5 2.58 ·10−4

0.05 1034 5.87 ·10−5 4.55 ·10−6 1.77 ·10−5

0.025 3886 5.06 ·10−6 4.11 ·10−7 1.70 ·10−6

0.0125 15098 4.37 ·10−7 3.55 ·10−8 1.51 ·10−7

0.00625 59746 3.80 ·10−8 3.11 ·10−9 1.35 ·10−8

2.4.2. Tests with ϕjump ̸= 0

In this section we now consider setups with a given jump of the electric potential around the
interfaceΣ that either involve the Fourier mode m = 0, m = 1, or m = 2. The electrical conductivity
of the domainsΩ1 andΩ2 is set to σ1 = 104 and σ2 = 1, respectively. We define the manufactured
solutions as follows:

• Test 1 (mode m = 0):

ϕ1(r, z) = J0(kr )sinh(k(z +H0)), z ≤ H ,

ϕ2(r, z) = J0(kr )σ1/σ2 sinh(k(z +H0)), z > H ,

with k = κ′01/R and ϕjump = J0(kr )(σ1/σ2 −1)sinh(k(H +H0)).

• Test 2 (mode m = 1):

ϕ1(r, z,θ) = e iθ J1(kr )sinh(k(z +H0)), z ≤ H ,

ϕ2(r, z,θ) = e iθ J1(kr )σ1/σ2 sinh(k(z +H0)), z > H ,

with k = κ′11/R and ϕjump = e iθ J1(kr )(σ1/σ2 −1)sinh(k(H +H0)).

• Test 3 (mode m = 2):

ϕ1(r, z,θ) = e2iθ J2(kr )cosh(k(z −H1)), z ≤ H ,

ϕ2(r, z,θ) = e2iθ J2(kr )σ1/σ2 cosh(k(z −H1)), z > H ,

with k = κ′21/R and ϕjump = e2iθ J2(kr )(σ1/σ2 −1)cosh(k(H −H1)).

We note that all the above manufactured solutions satisfy the natural interface condition
σ1

∂ϕ1
∂z |z=H = σ2

∂ϕ2
∂z |z=H that corresponds physically to the continuity of the normal component

of the electrical current density. As in the previous section, we impose a homogeneous Neumann
boundary condition on the lateral face of the cylinder and Dirichlet boundary conditions on the
lids. Table 2 displays the relative error in L2-norm of the electric potentialϕ. As shown in Figure 3,
we recover the theoretical order of convergence in O (h3) with h the mesh size.

3. Novel formulation with magnetic field H

We present a novel formulation for magneto-static problems with discontinuous electrical po-
tential using the magnetic field as primary unknown.
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Table 2. Relative errors in L2-norm of ϕ with ϕjump ̸= 0. The non-dimensionalised mesh
size is denoted by h and the number of degrees of freedom by ndof.

h ndof m = 0 m = 1 m = 2
0.1 322 6.48 ·10−4 2.30 ·10−4 4.77 ·10−3

0.05 1034 7.38 ·10−5 3.46 ·10−5 7.21 ·10−4

0.025 3886 8.14 ·10−6 4.70 ·10−6 1.10 ·10−4

0.0125 15098 8.92 ·10−7 5.95 ·10−7 1.47 ·10−5

0.00625 59746 1.05 ·10−7 7.57 ·10−8 1.92 ·10−6

6.2 · 10−3 1.2 · 10−2 2.5 · 10−2 5.0 · 10−2 1.0 · 10−1

h

1 · 10−8

1 · 10−6

1 · 10−4

1 · 10−2

ζ

O(h3)

jump, m = 0

jump, m = 1

jump, m = 2

Figure 3. Order of convergence of L2 relative errors in electric potential when ϕjump ̸= 0
with respect to mesh size h. The dash line represents the theoretical order of conver-
gence h3.

3.1. Problem description

We consider the same problem introduced in Section 2.1. Introducing the electrical current
j =−σ∇ϕ, we note that∇×( 1

σ j) = 0. As the magnetic field H satisfies∇×H = j, we get∇×( 1
σ∇×H) = 0

inside Ω. Thus, when the electrical potential is continuous across the interface Σ, i.e ϕjump = 0,
we get the following classic equations for the magnetic field:∇×

(∇×H

σ

)
= 0 inΩ1 and Ω2,

∇· (µH) = 0 inΩ1 and Ω2,
(5)

where µ is the magnetic permeability, set to a constant in the rest of the paper.
To extend this formulation to problems with discontinuous electrical potential across the

interface Σ, we note that multiplying the first equation of (5) by a test function v and integrating
by part on a domain D reads∫

D

(∇×H

σ

)
· (∇×v )dV +

∫
∂D

((∇×H

σ

)
×v

)
·ndS = 0,

where n represents the outward normal vector to ∂D .
Using the relation ((∇×H

σ

)
×v

)
·n =

(
n ×

(∇×H

σ

))
·v ,
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and the definitions of the electrical current on each side of the interface Σ

j 1 ×n =−σ1∇tϕ1 ×n, j 2 ×n =−σ2∇tϕ2 ×n on Σ,

where ∇t represents the tangential gradient on the interface Σ, we induce that the jump in
electrical potential can be translated into a jump on ∇×H

σ ×n. Indeed, since the magnetic field
satisfies ∇×H = j , we get:(∇×H1

σ1
− ∇×H2

σ2

)
×n =−∇t (ϕ1 −ϕ2)×n on Σ.

Therefore, we propose the following novel formulation in magnetic field:

∇×
(∇×H

σ

)
= 0 inΩ1 and Ω2, (6a)

∇· (µH) = 0 inΩ1 and Ω2, (6b)(∇×H1

σ1
− ∇×H2

σ2

)
×n =−(∇tϕjump)×n on Σ, (6c)

(H1 −H2)×n = 0 on Σ, (6d)

µ(H1 −H2) ·n = 0 on Σ. (6e)

We note that the last two conditions take into account the continuity of the tangential compo-
nents of H and the continuity of the normal component of µH, respectively. In the rest of the
paper, we will replace the notation −∇tϕjump by (∇×H

σ )jump.

Remark 1. Using the Helmholtz decomposition, we recall that the magnetic field H (vanishing
at r →∞) is uniquely defined from its curl and divergence (if they are sufficiently smooth and if
they vanish faster than 1/|r|2 at infinity) which read:

∇×H = j inΩ1 and Ω2, (7a)

∇·(µH) = 0 inΩ1 and Ω2. (7b)

In magnetostatics, the electrical current j can be obtained from the electrical potentialϕ, solution
of the system (1), using the relation

j =−σ∇ϕ. (8)

We note that equation (6a) can be derived from equations (7a) and (8). Similarly, the interface
conditions (6c)-(6e) can be derived using equations (7) and (1c). Thus, both formulations (1)
and (6) generate the same electrical current j.

3.2. Weak formulation with H

We extend the notation introduced in Section 2.2 to vector valued space functions that we denote
by X2D

h and Xh . Unlike the weak formulation of the electrical potential, the weak formulation for
the magnetic field needs to account for the continuity of H×n and µH ·n across the interface Σ.
This can be done by adding, in the weak formulation, penalty terms of the form:

β

∫
Σ

1

h
(H1 ×n1 + H2 ×n2) · (v 1 ×n1 + v 2 ×n2)dS

and

β

∫
Σ

1

h

(
µH1 ·n1 + µH2 ·n2

)(
µv 1 ·n1 + µv 2 ·n2

)
dS

where v represents a test function in Xh and β a penalty parameter. The weak formulation
also needs to enforce the zero divergence condition of the magnetic field. We recall that the
space of approximation Xh uses H1 conforming finite elements, thus the divergence cannot
be approximated in L2 if the domain Ω is non-smooth or non-convex, see [18]. To overcome
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this obstacle, a method based on the work of [19–21] has been implemented in the SFEMaNS
code. The method consists of controlling the divergence of H in a negative Sobolev space H−s

with s ∈ (0.5,1) on each sub-domain Ωi by introducing a magnetic pressure pm solution of the
following equation:

−∇·(h2(1−α)∇pm
) =−∇·(µH) inΩ1 and Ω2, (9)

where α = 1 − s. Moreover, the above problem is supplemented with homogeneous Dirichlet
boundary conditions.

The discrete problem for the magnetic field reads as follows. Find (H, pm) ∈ Xh × Xh such that
the following holds for all (v , q) ∈ Xh ×Xh :∫
Ω1

(∇×H

σ

)
·(∇×v )dV +

∫
Ω2

(∇×H

σ

)
·(∇×v )dV +

∫
Σ

(
θ1

∇×H1

σ1
+θ2

∇×H2

σ2

)
·(v 1 ×n1 +v 2 ×n2)dS

+β1

(∫
Ω1

µ∇pm ·vdV −
∫
Ω1

µH ·∇qdV +
∫
Ω1

h2(1−α)∇pm ·∇qdV +
∫
Ω1

h2α∇· (µH)∇· (µv )dV

)
+β1

(∫
Ω2

µ∇pm ·vdV −
∫
Ω2

µH ·∇qdV +
∫
Ω2

h2(1−α)∇pm ·∇qdV +
∫
Ω2

h2α∇· (µH)∇· (µv )dV

)
+β3

∫
Σ

1

h
(H1 ×n1 + H2 ×n2) · (v 1 ×n1 + v 2 ×n2)dS

+β1

∫
Σ

1

h
(µH1 ·n1 + µH2 ·n2)(µv 1 ·n1 + µv 2 ·n2)dS

+
∫
Γ

1

σ
(∇×H) · (v ×n)dS +β3

∫
Γ

h−1(H×n) · (v ×n)dS

=−
∫
Σ

(∇×H

σ

)
jump

· (θ2v 1 ×n1 −θ1v 2 ×n2)dS +β3

∫
Γ

h−1 (
Hbdy ×n

) · (v ×n)dS, (10)

where the coefficients β1 and β3 represent penalty parameters that are set to one. The weights
θ1,θ2 are defined as follows:

θ1 = σ1

σ1 +σ2
, θ2 = σ2

σ1 +σ2
.

We note that Dirichlet boundary conditions on H×n are enforced weakly using the last term of the
left and right hand side (see the two last lines of above weak formulation). Moreover, the interface
conditions (6d)-(6e) are also enforced weakly while the condition (6c) is enforced strongly.

3.3. Numerical investigations

This section investigates the convergence of the algorithm (10) using manufactured solutions. We
consider two main setups that either involve a continuous electric current or an electric current
with discontinuous tangential components across the interface Σ. All the tests reported here are
performed with Dirichlet boundary conditions on ∂Ω. Moreover, the tests are all performed on
the same cylindrical domain Ω considered in section Section 2.4, meaning that Ω = {(r,θ, z);0 ≤
r ≤ R,0 ≤ θ < 2π, H0 ≤ z ≤ H1} with the interface Σ = {(r,θ, z) ∈ Ω; z = H } where we set R =
0.5, H0 = 0, H1 = 1, H = 0.5. We choose µ= 1 unless otherwise specified.

In the following we denote by κmn the nth root of the Bessel function Jm . The numerical tests
presented in this section use the roots κ11 and κ21 whose approximate values are reported below:

κ01 = 2.4048255577, κ11 = 3.8317059702, κ21 = 5.1356223018.
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3.3.1. Test 1: no jump in (∇×H
σ )×n with σ= 1

Using the separation of variables method, we manufactured a solution H of the problem (6),
with ϕjump = 0, defined by

Hr = A Jm+1(kr )+B Jm−1(kr )

2
ekz cos(mθ), (11a)

Hθ =
A Jm+1(kr )−B Jm−1(kr )

2
ekz sin(mθ), (11b)

Hz = A−B

2
Jm(kr ) ekz cos(mθ), (11c)

where A and B are real constants. In the following, we set A = 2, B = 1. We note that the above
magnetic field is continuous so, when σ= 1, the continuity of (∇×H

σ )×n is naturally enforced. We
perform three sets of tests that either use the Fourier mode m = 0 and the root k = κ01/R, the
Fourier mode m = 1 and the root k = κ11/R or the Fourier mode m = 2 and the root k = κ21/R. We
denote by ζ the relative errors in L2-norm of the magnetic field defined by

ζH = ∥Hnum −H∥2

∥H∥2
,

where H is the exact solution defined in (11a)-(11c) and Hnum the numerical approximation. The
relative errors with respect to the non-dimensionalised mesh size are displayed in Table 3. The
theoretical order of convergence, equal to three, is recovered as shown in Figure 4.

6.2 · 10−3 1.2 · 10−2 2.5 · 10−2 5.0 · 10−2 1.0 · 10−1

h

1 · 10−6

1 · 10−4

1 · 10−2

ζ

O(h3)

no jump, m = 0

no jump, m = 1

no jump, m = 2

Figure 4. Order of convergence of L2 relative errors in magnetic field without jump in
electrical current with respect to mesh size h. The dash line represents the theoretical order
of convergence h3.
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Table 3. Relative errors in L2-norm of H without jump in electric potential. The mesh size
is denoted by h and the number of degrees of freedom per scalar unknown by ndof.

h ndof m = 0 m = 1 m = 2
0.1 322 3.18 ·10−2 1.56 ·10−2 3.59 ·10−2

0.05 1034 5.88 ·10−3 2.79 ·10−3 6.51 ·10−3

0.025 3886 9.27 ·10−4 4.08 ·10−4 9.50 ·10−4

0.0125 15098 1.40 ·10−4 5.54 ·10−5 1.30 ·10−4

0.00625 59746 2.07 ·10−5 7.33 ·10−6 1.73 ·10−5

3.3.2. Test 2: jump in (∇×H
σ )×n

In this section, we now consider setups with a given jump of the tangential components of
the electrical current across the interface Σ that either involve the Fourier mode m = 0, m = 1 or
m = 2. We consider the same manufactured solutions H used in the previous section so that the
jump in j across Σ only depends on the difference of conductivities σ1 and σ2 that we set to 104

and 1, respectively. Thus, we have:(∇×H

σ

)
jump

=
(

1

σ1
− 1

σ2

)
∇×H.

6.2 · 10−3 1.2 · 10−2 2.5 · 10−2 5.0 · 10−2 1.0 · 10−1

h

1 · 10−6

1 · 10−4

1 · 10−2

ζ

O(h3)

jump, m = 0

jump, m = 1

jump, m = 2

Figure 5. Order of convergence of L2 relative errors in magnetic field with jump in electrical
current with respect to mesh size h. The dash line represents the theoretical order of
convergence h3.

We perform three sets of tests on five uniform grids. The first set of tests uses the Fourier mode
m = 0 and the root κ01, the second uses the Fourier mode m = 1 and the root κ11 while the third
set uses the Fourier mode m = 2 and the root κ21. The relative errors with respect to the mesh size
are displayed in Table 4. The theoretical order of convergence, equal to three, is recovered when
h tends to zero as shown in Figure 5.
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Table 4. Relative errors in L2-norm of H with jump in electrical current. The mesh size is
denoted by h and the number of degrees of freedom per scalar unknown by ndof.

h ndof m = 0 m = 1 m = 2
0.1 322 3.53 ·10−1 4.53 ·10−2 3.93 ·10−2

0.05 1034 3.18 ·10−2 4.22 ·10−3 6.82 ·10−3

0.025 3886 2.29 ·10−3 4.63 ·10−4 9.79 ·10−4

0.0125 15098 2.10 ·10−4 5.74 ·10−5 1.31 ·10−4

0.00625 59746 2.38 ·10−5 7.46 ·10−6 1.74 ·10−5

4. Numerical comparisons between models

In this section, we show that both of our formulations are indeed equivalent on setups involving
continuous or discontinuous electric potential. We recall that the electric current obtained
from both formulations should converge to the same current. Thus, we introduce the errors in
electrical current ζϕ and ζH defined by:

ζϕ =

∥∥∥ jϕ− j
∥∥∥

∥ j∥ , ζH =
∥∥ j H − j

∥∥
∥ j∥ ,

where ∥.∥ is the L2 norm, j the analytic electrical current, jϕ the current obtained with the
formulation inϕ, jH the current obtained with the formulation in H. Three setups are considered.
The first and second setups use manufactured solutions with continuous and discontinuous
electric potential, respectively. Eventually, we compare both formulations on a liquid metal
battery configuration.

4.1. Setup with continuous electric potential and σ= 1

We first compare both formulations on a setup without jump in electric potential, meaning there
is also no jump in electrical current across the interface Σ. The domain Ω, and interface Σ,
are defined as in Section 2.4. The electrical conductivity σ is set to one. Using the method of
separation of variables, we construct the following electric potential ϕ and magnetic field H:

ϕ(r,θ, z) = Jm(kr )e i mθekz , (12)

H =−σ
2

ekz

∣∣∣∣∣∣
−(

Jm+1(kr )+ Jm−1(kr )
)

sin(mθ)(
Jm+1(kr )− Jm−1(kr )

)
cos(mxθ)

0
(13)

that satisfy the relations:
∇×H =−σ∇ϕ, ∇·H = 0.

Thus ϕ and H are solution of the problem (1) and (6), respectively. We apply Dirichlet boundary
conditions for the problem in H on all boundaries. For the problem in ϕ, Dirichlet boundary
conditions are applied on the lids and Neumann boundary conditions on the lateral face. To
compare both formulations, we consider two setups. The first setup uses the Fourier mode m = 0
and the root k = κ′01/R, the second one uses the Fourier mode m = 1 and the root k = κ′11/R, while
the third setup uses the Fourier mode m = 2 and the root k = κ′21/R. We run five simulations with
respective mesh size h ranging from 0.1 to 0.00625. We display the relative errors in the electrical
current in Table 5 for the mode m = 0, in Table 6 for the mode m = 1 and in Table 7 for the mode
m = 2. They show that the theoretical order of convergence, equal to two, is recovered. Thus, both
methods generate an electrical current that converges to the same limit.
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Table 5. Continuous electric potential with σ = 1 and m = 0. Order of convergence and
relative errors in electrical current between both formulations in H and ϕ. Mesh size is
denoted by h and the number of degrees of freedom per scalar unknown by ndof.

L2-norm of error Case m = 0 Case m = 0

h ndof Error ζϕ Rate Error ζH Rate
0.1 322 1.34 ·10−2 - 1.02 ·10−2 -

0.05 1034 4.37 ·10−3 1.62 7.53 ·10−3 2.30
0.025 3886 1.22 ·10−3 1.84 1.55 ·10−3 2.28

0.0125 15098 3.07 ·10−4 1.99 3.70 ·10−4 2.07
0.00625 59746 7.72 ·10−5 1.99 9.14 ·10−5 2.01

Table 6. Continuous electric potential with σ = 1 and m = 1. Order of convergence and
relative errors in electrical current between both formulations in H and ϕ. Mesh size is
denoted by h and the number of degrees of freedom per scalar unknown by ndof.

L2-norm of error Case m = 1 Case m = 1

h ndof Error ζϕ Rate Error ζH Rate
0.1 322 3.50 ·10−3 - 6.70 ·10−3 -

0.05 1034 9.52 ·10−4 1.88 1.61 ·10−3 2.06
0.025 3886 2.48 ·10−4 1.94 3.80 ·10−4 2.08

0.0125 15098 6.29 ·10−5 1.98 9.34 ·10−5 2.02
0.00625 59746 1.57 ·10−5 2.00 2.27 ·10−5 2.04

Table 7. Continuous electric potential with σ = 1 and m = 2. Order of convergence and
relative errors in electrical current between both formulations in H and ϕ. Mesh size is
denoted by h and the number of degrees of freedom per scalar unknown by ndof.

L2-norm of error Case m = 2 Case m = 2

h ndof Error ζϕ Rate Error ζH Rate
0.1 322 6.42 ·10−3 - 1.47 ·10−2 -

0.05 1034 1.88 ·10−3 1.77 3.41 ·10−3 2.11
0.025 3886 5.41 ·10−4 1.80 7.94 ·10−4 2.10

0.0125 15098 1.37 ·10−4 1.98 1.97 ·10−4 2.01
0.00625 59746 3.46 ·10−5 1.99 4.91 ·10−5 2.00

4.2. Setup with jump in electric potential

Our second test focuses on a setup with jump in electric potential. The domain is defined as in
the previous test cases, see section 2.4, and the electrical conductivities (σ1,σ2) are set to (104,1).
Using the method of separation of variables, we construct solutions for both formulations that
are defined as follows: ϕ1(r,θ, z) = Jm(kr )e i mθekz ,

ϕ2(r,θ, z) = σ1

σ2
Jm(kr )e i mθekz ,

(14)

H =−σ1

2
ekz

∣∣∣∣∣∣
−(

Jm+1(kr )+ Jm−1(kr )
)

sin(mθ)(
Jm+1(kr )− Jm−1(kr )

)
cos(mθ)

0
(15)
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where the jump in electric potential across the interface is defined by:

ϕjump =
(
1− σ1

σ2

)
Jm(kr )e i mθekH on Σ. (16)

Table 8. Discontinuous electric potential with (σ1,σ2) = (104,1) and m = 0. Order of
convergence and relative errors in electrical current between both formulations in H and
ϕ. Mesh size is denoted by h and the number of degrees of freedom per scalar unknown by
ndof.

L2-norm of error Case m = 0 Case m = 0

h ndof Error ζϕ Rate Error ζH Rate
0.1 322 1.34 ·10−2 - 3.72 ·10−2 -

0.05 1034 4.37 ·10−3 1.62 7.54 ·10−3 2.30
0.025 3886 1.22 ·10−3 1.84 1.55 ·10−3 2.28

0.0125 15098 3.07 ·10−4 1.99 3.70 ·10−4 2.06
0.00625 59746 7.72 ·10−5 1.99 9.14 ·10−5 2.02

We note that the electrical current −σ∇ϕ is continuous across the interface Σ. Similarly, the
magnetic field H is also continuous across Σ and the quantity ∇×H

σ satisfies(∇×H1

σ1
− ∇×H2

σ2

)
×ez =−∇(ϕ1 −ϕ2)×ez =

(∇×H

σ

)
jump

×ez on Σ.

Table 9. Discontinuous electric potential with (σ1,σ2) = (104,1) and m = 1. Order of
convergence and relative errors in electrical current between both formulations in H and
ϕ. Mesh size is denoted by h and the number of degrees of freedom per scalar unknown by
ndof.

L2-norm of error Case m = 1 Case m = 1

h ndof Error ζϕ Rate Error ζH Rate
0.1 322 3.52 ·10−3 - 1.63 ·10−2 -

0.05 1034 9.53 ·10−4 1.89 2.62 ·10−3 2.64
0.025 3886 2.48 ·10−4 1.94 3.40 ·10−4 2.95

0.0125 15098 6.28 ·10−5 1.98 6.97 ·10−5 2.29
0.00625 59746 1.57 ·10−5 2.00 1.70 ·10−5 2.04

The boundary conditions are the same as in the previous section. We perform three sets of
tests using five uniform meshes that either involve the Fourier mode m = 0, m = 1 or m = 2,
with the respective roots k = κ′01/R, k = κ′11/R or k = κ′21/R. The results are displayed in Tables 8,
9 and 10. As for the case without jump, we recover the theoretical order of convergence which
shows that both formulations are indeed equivalent.

We show in Figure 6 results obtained with the test m = 0 and a jump in electrical potential. On
this figure are represented the magnetic field, the current density for both formulations and the
electrical potential. We remark that the current density field is identical for both formulations.
The electrical potential presents indeed a jump at the interface, whereas the magnetic field is
continuous.
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Table 10. Discontinuous electric potential with (σ1,σ2) = (104,1) and m = 2. Order of
convergence and relative errors in electrical current between both formulations in H and
ϕ. Mesh size is denoted by h and the number of degrees of freedom per scalar unknown by
ndof.

L2-norm of error Case m = 2 Case m = 2

h ndof Error ζϕ Rate Error ζH Rate
0.1 322 6.43 ·10−3 - 2.14 ·10−2 -

0.05 1034 1.88 ·10−3 1.77 3.88 ·10−3 2.46
0.025 3886 5.41 ·10−4 1.80 7.79 ·10−4 2.31

0.0125 15098 1.37 ·10−4 1.98 1.88 ·10−4 2.05
0.00625 59746 3.46 ·10−5 1.99 4.69 ·10−5 2.00

(a) (b)

Figure 6. Snapshots of fields obtained with both formulations in non-dimensionalised
units. (a) Formulation in H, left: magnetic field Hθ and right: current density. (b) Formu-
lation in ϕ, left: current density and right: electrical potential ϕ.

4.3. Liquid Metal Batteries (LMB)

In this section, we extend the comparison of our two formulations to a LMB setup. The scheme
which indicates the dimensions of the setup used is shown on Figure 7a. The computations use
a mesh where the mesh size h is about R/120. In this setup, the two liquid metals are lithium and
lead. The lithium is contained in a foam (porous steel) and constitutes the negative top electrode,
which is considered as solid in the simulations. The lead (alloying with lithium) constitutes the
positive bottom electrode and is separated by an electrolyte. The battery is connected to the
electrical circuit by two copper current collectors. The conductivities of the current collectors,
the foam, the electrolyte, and the alloy are respectively:

σCu = 5.8 ·107 Sm−1,σf = 2.7 ·106 Sm−1,σe = 1.87 ·102 Sm−1,σalloy = 7.39 ·105 Sm−1, (17)

(see [22] for the material properties and the way we determine them).
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We fix the incoming current I at 1 A and µ = µ0 = 4π10−7 kgmA−2 s−2 the vacuum magnetic
permeability everywhere. We do not solve the velocity and the concentration fields in these
simulations.

The boundary conditions for the potential are:

−σCu∂zϕ|z=Hb+H+Hel+H f +Hw = JR2

R2
w

, ∂nϕ|r ≥Rw ,z>0 = 0, ϕ|z=0 = 0 (18)

and the ones for the magnetic field are:

Hθ|z=Hb+H+Hel+H f +Hw = J

2

R2

R2
w

r, Hθ|r ≥Rw , z>0 = J

2

R2

r
, (∇×H)×n|z=0 = 0 (19)

where J is the fixed current density in the alloy, such that J = I /(πR2). We note that the above
boundary conditions are equivalent so we can compare the electrical current produced with both
formulations.

We first study a simple case where the jump in potential is constant, ϕjump = -0.8 V. This is
equivalent to (∇×H

σ )jump = 0. We show the results in Figure 8. The first panel (8a) shows a snapshot
of the electrical potential obtained with the potential formulation. We notice the constant jump of
(-0.8) V at the electrolyte-alloy interface that we can also observe on Figure 8b, where we plot the
electrical potential as a function of z at different r . The profile along the z-axis is coherent with
the profile obtained by [8] with a Li-Bi battery. Figure 8c shows the streamlines of the electrical
current obtained using both formulations and colored by the amplitude of jz . This figure shows
that the current is identical in both cases.

(a) (b)

Figure 7. (a) Scheme of the LMB setup used for the comparison between both simulations.
(b) Scheme of a meridian plane of the prototype. Because the following simulations are
axisymmetric, the snapshots are represented on such a meridian plane. The colored lines
represent the profiles used for Figures 8b and 9b.

We then study a case where the jump in potential is a function of r , ϕjump = −J0(kr ) (in V),
where k = κ′01/R. This is equivalent to

(∇×H
σ

)
jump = k J ′0(kr )er . We show the results on Figure 9. On

Figure 9a we show a snapshot of the electrical potential obtained with the potential formulation.
We notice that the jump at the electrolyte-alloy interface varies with r . This can also be observed
on Figure 9b where we plot the electrical potential as a function of z at different r . Figure 9c
shows the streamlines of the electrical current obtained using both formulations and colored by
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(c)

Figure 8. Case with a jump in electrical potential ϕjump = -0.8 V. (a) Snapshot of the
electrical potential (in V). (b) Profile of the electrical potential as a function of z at different
r . (c) Streamlines of the current density colored with amplitude of jz (in Am−2) in a
meridian plane, in both cases: (left) problem with H, (right) problem with ϕ.

the amplitude of jz . This figure shows that the current is identical in both cases. We note that the
current loop appears due to the form of the jump in potential that now depends on the position
r on the interface Σ.
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Figure 9. Case with a jump in electrical potential ϕjump = - J0(kr ) (in V). (a) Snapshot of
the electrical potential (in V). (b) Profile of the electrical potential as a function of z at
different r . (c) Streamlines of the current density colored with amplitude of jz (in Am−2)
in a meridian plane, in both cases: (left) problem with H, (right) problem with ϕ.
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5. Conclusion

In this article, we have proposed a new formulation of discontinuous electrical potential distri-
butions based on the magnetic field. We have first presented a formulation of these distributions
based on the electrical potential as is done in a FVM approach [8, 9, 12]. We have written a corre-
sponding FEM numerical code that we have validated in a cylindrical domain, considering con-
tinuous and discontinuous distributions of electrical potential. We have then introduced a new
magnetic field based formulation, and theoretically showed the equivalence between both ap-
proaches. We have developed a FEM numerical code with this magnetic formulation and vali-
dated it in the same manner as the electrical potential one. Finally, we have shown that both nu-
merical solutions are equivalent in the cylindrical domain considered as well as in a LMB setup.

It is now recognized that mass transport plays a key role in the LMB efficiency by influencing
the concentration distribution in the bottom electrode [23]. The local concentration of ions
at the electrolyte-electrode interface determines the jump in electrical potential (through a
Nernst equation) that impacts the current distribution. This current is related to the incoming
flux of ions, therefore to the concentration. These couplings are crucial for determining the
concentration of ions in the electrode bulk where inhomogeneity leading to the formation of
intermetallics is to be avoided. A future extension to the present work is the application of
the magnetic field based formulation on a LMB setup coupled with the concentration and the
velocity fields, in order to examine the impact of an electrical potential jump on the concentration
distribution in the bottom electrode.
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