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Abstract. We address the numerical solution of the Dirichlet problem for the two-dimensional elliptic
Monge–Ampère equation using a least-squares/relaxation approach. The relaxation algorithm allows the de-
coupling of the differential operators from the nonlinearities of the equation, within a splitting approach. The
approximation relies on mixed low order finite element methods with regularization techniques. In order to
account for data singularities in non-smooth cases, we introduce an adaptive mesh refinement technique.
The error indicator is based an independent formulation of the Monge–Ampère equation under divergence
form, which allows to explicit a residual term. We show that the error is bounded from above by an a poste-
riori error indicator plus an extra term that remains to be estimated. This indicator is then used within the
existing least-squares framework. The results of numerical experiments support the convergence of our re-
laxation method to a convex classical solution, if such a solution exists. Otherwise they support convergence
to a generalized solution in a least-squares sense. Adaptive mesh refinement proves to be efficient, robust,
and accurate to tackle test cases with singularities.
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1. Introduction

The Monge–Ampère equation is the prototypical example of fully nonlinear elliptic equations [1].
Various approaches have been identified to solve it numerically, relying on finite differences [2,3]
or finite element [4, 5] approximations.
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The Monge–Ampère equation may not have smooth classical solutions, even for smooth
data [1]. Therefore, several notions of generalized solutions have been introduced, such as
Aleksandrov solutions [6], viscosity solutions [7, 8], or generalized solutions in a least-squares
sense [4, 9].

In this article, we consider a two-dimensional bounded domainΩwith a Lipschitz continuous
boundary ∂Ω. We look for u :Ω→R solution of the following problem:

detD2u = f inΩ,

u = g on ∂Ω.

The methods discussed in [9] are revisited here for non-smooth problems, typically with non-
smooth data. The introduction of such a non-smooth character leads us to the design of adaptive
mesh refinement algorithms.

A posteriori error estimates have been discussed, for linear elliptic equations, e.g., in [10–13],
and for nonlinear equations, e.g., in [14, 15]. Adaptive mesh refinement algorithms have been
described in [15–17]. In particular, adaptive methods for the Monge–Ampère equation have been
proposed in [18], based on a Zienkiewicz–Zhu gradient recovery for the a posteriori indicator, and
in [19], based on an adaptive finite difference method. Adaptive techniques are also very efficient
in the presence of boundary layers or singularities [20]. Since the underlying mathematical
problem is fully nonlinear, a posteriori estimates are difficult to derive.

More precisely, we rely on the least-squares approach for the approximation of a solution to
the Monge–Ampère equation that is based on existing works [4, 9]. The underlying relaxation al-
gorithm allows to decouple the variational aspects and the local nonlinear operators. The objec-
tive of this work is to introduce a novel additional mesh adaptation algorithm to automatically
track singularities of the solution.

Following [21–23], the Monge–Ampère operator can be expressed under a divergence form. In
two dimensions of space, it reads:

det D2u = 1

2
∇· (cof

(
D2u

)∇u
)

,

where the cofactor matrix of D2u is defined as

cof
(
D2u

)=


∂2u

∂y2 − ∂2u

∂x∂y

− ∂2u

∂x∂y

∂2u

∂x2

 .

Based on the divergence formulation of the Monge–Ampère operator, and on the Galerkin ap-
proximation of the variational weak formulation of the corresponding Monge–Ampère equation,
we derive a novel a posteriori error indicator. Since this error indicator is not necessarily consis-
tent with the least-squares formulation used to compute the approximate solution, it is expected
to be approximate. However, numerical experiments show appropriate convergence properties
of the error. Furthermore, even though the effectivity index may depend on the solution, numer-
ical experiments show that it seems to be independent of the mesh discretization, for sufficiently
small mesh sizes. An isotropic mesh refinement algorithm based on this posteriori error indicator
is then appropriately inserted at some iterations of the relaxation algorithm to track the singular-
ities of the solution.

The structure of this article is as follows. In Section 2, we describe the proposed methodology,
and the underlying relaxation algorithm. The mixed finite element discretization is discussed in
Section 3, and the adaptive mesh refinement strategy is described in Section 4. The method is
applied in Section 5 to the solution of several numerical examples, including examples without a
classical exact solution or with non-smooth data.
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2. A least-squares algorithm for the elliptic Monge–Ampère equation

We design an adaptive algorithm for the steady state Monge–Ampère equation. We expand the
two-dimensional least-squares approach initially derived in [4], but we describe it briefly here
first for the sake of clarity.

Let Ω be a bounded convex domain of R2; we denote by Γ the boundary of Ω. The Dirichlet
problem for the elliptic Monge–Ampère equation reads as follows: Find u :Ω→R satisfying{

det D2u = f (> 0) inΩ,

u = g on Γ,
(1)

where D2u = ( ∂2u
∂xi ∂x j

)1≤ i , j ≤2 is the Hessian of the unknown function u, and where f :Ω→ R and
g : Γ→R are given, sufficiently smooth, functions. We advocate a nonlinear least-squares method
for the solution of (1), which relies on the introduction of an additional auxiliary variable p.
Namely, we look for:(

u,p
) ∈Vg ×Q f such that J

(
u,p

)≤ J (v,q), ∀ (v,q) ∈Vg ×Q f (2)

where:

J
(
v,q

)= 1

2

∫
Ω

∣∣D2v −q
∣∣2

dx,

using the Frobenius norm and inner product defined by |T| = p
T : T, S : T = ∑2

i , j=1 si j ti j , for all

S = (si j ), T = (ti j ) ∈R2×2. The functional spaces in (2) are respectively defined by:

Vg = {
u ∈ H 2(Ω) , u = g on Γ

}
,

Q = {
q ∈ L2(Ω)2×2, q = qt } ,

Q f =
{

q ∈ Q , det q = f , qi i > 0, i = 1,2
}

.

For simplicity’s sake, we initially describe the problem in H 2(Ω) where classical solutions exist.
Thus, if f and g are sufficiently smooth, the spaces Vg and Q f are both non-empty. However,
generally speaking, the elliptic Dirichlet Monge–Ampère problem is well-posed in the sense of
Aleksandrov [6]. In order to solve (2), and to force the convexity of the solution, we advocate a
relaxation algorithm of the Gauss–Seidel-type. The initialization of the algorithm is performed
first by solving the linear elliptic problem:{

∆u0 = 2
√

f inΩ,

u0 = g on Γ.
(3)

Then, for n ≥ 0 and assuming that un is known, one successively computes pn ,un+1/2 and un+1

as follows:

pn = arg min
q∈Q f

J
(
un ,q

)
; (4)

un+1/2 = arg min
v ∈Vg

J
(
v,pn)

; (5)

un+1 = un +ω(
un+1/2 −un)

, (6)

with 1 ≤ω≤ωmax < 2. For the numerical experiments presented in Section 5, we useω≡ 1 (unless
otherwise specified).
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2.1. Numerical solution of local nonlinear problems

The minimization problem (4) can be solved point-wise, as it does not involve any derivatives. It
leads, a.e. inΩ, to the solution of the following finite dimensional minimization problem

pn(x) = arg min
q∈E f (x)

[
1

2

∣∣q∣∣2 −D2un(x) : q
]

, (7)

where

E f (x) = {
q ∈R2×2 , q = qt , det q = f (x), q11 > 0, q22 > 0

}
.

2.2. Numerical solution of linear variational problems

The minimization problem (5) is a linear variational problem and results in a fourth-order partial
differential equation: find un+1/2 ∈Vg satisfying∫

Ω
D2un+1/2 : D2vdx =

∫
Ω

pn : D2vdx, ∀ v ∈V0, (8)

where V0 = H 2(Ω)∩H 1
0 (Ω). Following, e.g., [24, Chapter 3], [25, Appendix 1] and [4], we solve (8)

using a conjugate gradient algorithm operating in the spaces V0 and Vg . Even though we first
formulate the problem as a conjugate gradient algorithm in infinite dimensions, we discretize it
in Section 3 and express (and solve) it only in a finite dimensional framework. Both spaces V0 and
Vg are equipped with the scalar product defined by (v, w) → ∫

Ω∆v∆wdx, and the corresponding
norm. This algorithm reads as follows:

Step 1.

u0 ∈Vg given. (9)

Step 2.

Find g 0 ∈V0 such that
∫
Ω
∆g 0∆vdx =

∫
Ω

D2u0 : D2vdx−
∫
Ω

pn : D2vdx, ∀ v ∈V0, (10)

and set the first descent direction:

w0 = g 0. (11)

Then, for k ≥ 0, uk , g k , and wk being known, with g k and wk different from zero, we compute
uk+1, g k+1 and, if necessary, wk+1 as follows.

Step 3.

Find ḡ k ∈V0 such that
∫
Ω
∆ḡ k∆vdx =

∫
Ω

D2wk : D2vdx, ∀ v ∈V0, (12)

and compute the new iterates as follows:

ρk =

∫
Ω

∣∣∣∆g k
∣∣∣2

dx∫
Ω
∆ḡ k∆wk dx

, (13)

uk+1 = uk −ρk wk , (14)

g k+1 = g k −ρk ḡ k . (15)
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Step 4.

Compute δk =

∫
Ω

∣∣∣∆g k+1
∣∣∣2

dx∫
Ω

∣∣∆g 0∣∣2
dx

. (16)

If δk < ε (meaning that the residual is small enough), take u = uk+1; otherwise, compute:

γk =

∫
Ω

∣∣∣∆g k+1
∣∣∣2

dx∫
Ω

∣∣∣∆g k
∣∣∣2

dx
, (17)

and update the descent direction via

wk+1 = g k+1 +γk wk . (18)

Step 5. Do k +1 → k and return to Step 3.

3. Mixed Finite Element Approximation

We use a mixed finite element approximation with low order (piecewise linear and globally
continuous) finite elements on a partition ofΩmade of triangles.

For simplicity, let us assume that Ω is a bounded polyhedral domain of R2, and define Th

as a finite element partition of Ω made out of triangles (see, e.g., [25, Appendix 1]). Let Σh be
the set of the vertices of Th , Σ0h = {P ∈ Σh , P ∉ Γ}, Nh = Card(Σh), and N0h = Card(Σ0h), such
that dim Vh = Nh and dim V0h = N0h . We suppose that Σ0h = {P j }N0h

j=1 and Σh = Σ0h ∪ {P j }Nh
j=N0h+1.

From Th , we approximate the spaces L2(Ω), H 1(Ω) and H 2(Ω) by the finite dimensional space Vh

defined by:

Vh = {
v ∈C 0(Ω̄) , v |T ∈P1, ∀ T ∈Th

}
,

with P1 the space of the two-variable polynomials of degree ≤ 1. We define also V0h as

V0h = {v ∈Vh , v = 0 on Γ} .

In the sequel, V0h will be used to approximate both H 1
0 (Ω) and H 2(Ω)∩H 1

0 (Ω). Mixed finite ele-
ment methods have been widely used for elliptic problems, see, e.g., [26,27], and in particular for
the Monge–Ampère equation [28, 29]. It allows to use a continuous piecewise linear approxima-
tion of the function, and also a continuous piecewise linear approximation of its second deriva-
tives. Furthermore, we define the discrete analogues of spaces Q and Q f as follows:

Qh = {
qh ∈ (Vh)2×2, qh(Pk ) = qt

h(Pk ), k = 1, . . . , Nh
}

,

Q f h = {
qh ∈ Qh , detqh(Pk ) = fh(Pk ), qh,i i (Pk ) > 0, k = 1, . . . , N0h

}
.

We associate with Vh (or V0h and Vg h) and Qh , the discrete inner products: (v, w)0h = 1
3

∑Nh
k=1

Ak v(Pk )w(Pk ) (with corresponding norm ∥v∥0h = √
(v, v)h), for all v, w ∈ V0h , and ((S,T))0h =

1
3

∑Nh
k=1 Ak S(Pk ) : T(Pk ) (with corresponding norm |||S|||0h =√

((S,S))0h) for all S,T ∈ Qh , where Ak

is the volume of the polygonal domain which is the union of those triangles of Th which have Pk

as a common vertex.
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3.1. Finite Element Approximation of the Monge–Ampère Equation

When solving (8) by the conjugate gradient algorithm (9)-(18), one has to i) compute the discrete
analogues of the second order derivatives, e.g., D2wk and D2u0, and ii) solve biharmonic prob-
lems such as (10) (12).

In order to compute the discrete analogues of the second order derivatives, we rely on the
same smoothing approach, a Tychonoff-like regularization [30], as the one presented in [4, 9].
More precisely, for a function ϕ being given in H 2(Ω), we denote ∂2ϕ/∂xi∂x j by D2

i j (ϕ). Then∫
Ω

D2
i j (ϕ)vdx =−1

2

∫
Ω

[
∂ϕ

∂xi

∂v

∂x j
+ ∂ϕ

∂x j

∂v

∂xi

]
dx, ∀ v ∈ H 1

0 (Ω), ∀ i , j = 1,2. (19)

Consider now ϕ ∈ Vh . Using (19), we define the discrete analogues of the differential operators
D2

i j by

D2
hi j (ϕ) ∈V0h ,

∫
Ω

D2
hi j (ϕ)vdx =−1

2

∫
Ω

[
∂ϕ

∂xi

∂v

∂x j
+ ∂ϕ

∂x j

∂v

∂xi

]
dx, ∀ v ∈V0h , ∀ i , j = 1,2. (20)

For the sake of simplification, it is also possible to use the trapezoidal rule to evaluate the integrals
in the left hand sides of (20). When using piecewise linear mixed finite elements, the a priori
estimates for the error on the second derivatives of the solution ϕ are, in general, O (1) in the
L2-norm [31]. Therefore the convergence (or non-convergence) properties of the method depend
strongly on the type of triangulations. Using a Tychonoff-like regularization [30] allows to keep
a mixed finite element approach based on continuous piecewise linear approximations, while
obtaining better convergence properties for the discrete second order derivatives. Practically,
with α > 0 (small) and |K | = meas(K ), we compute the discrete second derivatives D2

hi j (ϕ) as
follows:

Find D2
hi j (ϕ) ∈V0h such that, ∀ v ∈V0h , i , j = 1,2,∫
Ω

D2
hi j (ϕ)vdx+α ∑

K ∈Th

|K |
∫

K
∇D2

hi j (ϕ) ·∇vdx =−1

2

∫
Ω

[
∂ϕ

∂xi

∂v

∂x j
+ ∂ϕ

∂x j

∂v

∂xi

]
dx, (21)

Numerical experiments have shown that this regularization procedure provides approxima-
tions of optimal or nearly optimal orders.

In order to solve the biharmonic problems, let us denote the discrete Laplacian operator by the
operator ∆h ∈L (V0h ,V0h) defined by

∆hu ∈V0h , −
∫
Ω
∆hu vdx =

∫
Ω
∇u ·∇vdx ∀ (u, v) ∈V0h ×V0h .

We observe that the solution of the discrete versions of the bi-harmonic problems (10) and (12),
after space discretization, are all particular cases of the following:

Find r ∈V0h such that
∫
Ω
∆hr∆h vdx =Λh(v), ∀ v ∈V0h , (22)

whereΛh ∈L (V0h ,R) defined by

Λh(v) =


∫
Ω

D2
hu0 : D2

h vdx−
∫
Ω

pn : D2
h vdx when solving (10),∫

Ω
D2wk : D2vdx when solving (12).
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It follows from this definition, and by formally setting −∆hr = ω, that (22) is equivalent to the
following system of discrete Poisson–Dirichlet problems:

Find ω ∈V0h ,
∫
Ω
∇ω ·∇vdx =Λh(v), ∀ v ∈V0h ,

Find r ∈V0h ,
∫
Ω
∇r ·∇vdx =

∫
Ω
ωvdx, ∀ v ∈V0h .

4. Adaptive mesh refinement algorithm

We want to derive an error indicator ηI and build an adaptive mesh such that the estimated
relative error is close to a preset tolerance TOL, namely

0.5 TOL ≤ ηI

∥∇uh∥L2(Ω)
≤ 1.5 TOL,

where uh is the mixed finite element approximation of the least-squares solution described in the
previous section. There are many options in the literature for estimating ηI . On the one hand, a
posteriori error estimates for fourth-order elliptic problems such as (8) exist but need high-order
finite element approximations [32]. On the other hand, the biharmonic problems (10) (12) are
solved several times within the conjugate gradient algorithm used to solve (8). A posteriori and a
priori error estimates for (10) (12) can be obtained, but high-order finite element approximations
are again needed [33].

The strategy we adopt here for adaptive mesh refinement is the following. The least-squares
framework introduced in [4,9], and briefly summarized above, allows to compute a solution to the
Monge–Ampère equation in a weak sense. However, it does not provide a variational framework
to derive a posteriori error estimates. Therefore, to derive such estimates, we use the Monge–
Ampère operator under a divergence form

det D2u = 1

2
∇· (cof

(
D2u

)∇u
)

. (23)

The derivation of an algorithm based on a variational version of this re-formulation would lead
to an approximation of the solution that is different from the solution obtained with the least-
squares approach. However, this re-formulation allows to derive a posteriori error estimates. The
strategy is thus to derive below an error indicator ηI from the equation (23) under divergence
form, and insert it into the least-squares framework. By doing so knowingly, we understand that
the error indicator is simplified, not necessarily optimal, nor necessarily consistent. However,
numerical results will show that it has appropriate convergence properties.

Let us re-write the Monge–Ampère equation using the expression (23): find u :Ω→R such that{ 1

2
∇· (cof

(
D2u

)∇u
)= f inΩ,

u = g on ∂Ω.

The weak formulation of this equation reads as: find u ∈Vg satisfying

1

2

∫
Ω

cof
(
D2u

)∇u ·∇vdx =
∫
Ω
− f vdx, ∀ v ∈ H 1

0 (Ω) ,

while a finite element approximation reads as: find uh ∈Vg h satisfying

1

2

∫
Ω

cof
(
D2uh

)∇uh ·∇vhdx =
∫
Ω
− f vhdx, ∀ vh ∈V0h .
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Note that the solution uh to this equation is not the same as the least-squares solution. To derive
an a posteriori error estimate, we re-express the residual based on this formulation:

1

2

∫
Ω

(
cof

(
D2u

)∇u −cof
(
D2

huh
)∇uh

) ·∇ (u −uh)dx

=−
∫
Ω

f (u −uh)dx− 1

2

∫
Ω

cof
(
D2

huh
)∇uh ·∇ (u −uh)dx. (24)

The right-hand side of (24) is denoted by R(u−uh) :=−∫
Ω f (u−uh)dx− 1

2

∫
Ω cof(D2

huh)∇uh ·∇(u−
uh)dx. Following [13], an upper bound for R(u −uh) is given by:

R(u −uh) ≤ c

( ∑
K∈Th

(
h2

K

∥∥∥∥− f + 1

2
∇· (cof(D2

huh)∇uh
)∥∥∥∥2

L2(K )

+ 1

16
hK

∥∥[
cof(D2

huh)∇uh ·n
]∥∥2

L2(∂K )

)) 1
2 ∥∇ (u −uh)∥L2(Ω) ,

where c is a constant that depends the mesh aspect ratio. Note that the discrete second order
derivatives D2

huh are defined as in (21), see [4]. We denote by ηI the error indicator given by

ηI =
( ∑

K ∈Th

(
ηI

K

)2
) 1

2

, (25)

where(
ηI

K

)2 = h2
K

∥∥∥∥− f + 1

2
∇· (cof

(
D2

huh
)∇uh

)∥∥∥∥2

L2(K )
+ 1

16
hK

∥∥[
cof

(
D2

huh
)∇uh ·n

]∥∥2
L2(∂K ) . (26)

This error indicator, derived from the divergence form of the Monge–Ampère equation, is thus
used within the least-squares framework presented earlier. If we plug (23) in (26), we get(

ηI
K

)2 = h2
K

∥∥− f +detD2
huh

∥∥2
L2(K ) +

1

16
hK

∥∥[
cof

(
D2

huh
)∇uh ·n

]∥∥2
L2(∂K ) .

This provides us with an upper bound for the residual in terms of ηI :

R(u −uh) ≤ c

( ∑
K ∈Th

(
ηI

K

)2
) 1

2

∥∇ (u −uh)∥L2(Ω) . (27)

Next, we find a lower bound for the residual. Another expression of the latter can be obtained by
adding and subtracting cof(D2u)∇uh in (24) and proceeding as follows:

1

2

∫
Ω

(
cof

(
D2u

)∇u −cof
(
D2

huh
)∇uh

) ·∇ (u −uh)dx

= 1

2

∫
Ω

cof
(
D2u

)∇ (u −uh) ·∇ (u −uh)+ 1

2

∫
Ω

(
cof

(
D2u

)−cof
(
D2

huh
))∇uh ·∇ (u −uh)dx.

A lower bound for this term is the sum of the two lower bounds of the terms on the right-
hand side. Assuming that u is strictly convex, which implies that cof(D2u) is symmetric positive
definite, we obtain

1

2

∫
Ω

(
cof

(
D2u

)∇u −cof
(
D2

huh
)∇uh

) ·∇ (u −uh)dx

≥ λ1

2
∥∇ (u −uh)∥2

L2(Ω) −
1

2

∥∥(
cof

(
D2u

)−cof
(
D2

huh
))∇uh

∥∥
L2(Ω) ∥∇ (u −uh)∥L2(Ω) ,
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where λ1 is the smallest eigenvalue of cof(D2u). Finally, (24) and (27) are inserted into the above
inequality, to get

λ1

2
∥∇ (u −uh)∥L2(Ω) ≤ c

( ∑
K∈Th

(ηI
K )2

) 1
2

+ 1

2

∥∥(
cof(D2u)−cof(D2

huh)
)∇uh

∥∥
L2(Ω) . (28)

We denote the second term of (28) by

γ := 1

2

∥∥(
cof

(
D2u

)−cof
(
D2

huh
))∇uh

∥∥
L2(Ω) ,

which is used in the next section to illustrate the numerical experiements. The decision of mesh
refinement in the adaptive algorithm is based on the first term of the right-hand side of (28), i.e.
(
∑

K ∈Th
(ηI

K )2)
1
2 . In [31], a P1 finite element method is considered and the second derivatives are

computed in a similar way. An order of convergence O (h) for the H 2 error semi-norm can be
obtained for various mesh types. The second term γ in (28) is therefore expected to have a similar
rate of convergence of O (h), but, in special cases, it can even be O (h2) (see [31, Remark 2.1]).

In conclusion, the discrete relaxation algorithm now reads as follows. Let us define

Jh
(
vh ,qh

)= 1

2

∣∣∣∣∣∣D2
h vh −qh

∣∣∣∣∣∣2
0h .

First find u0
h ∈Vg h such that∫

Ωh

∇u0
h ·∇vhdx =−

(
2
√

fh , vh

)
0h

, ∀ vh ∈V0h .

Then, for n ≥ 0, and assuming that un
h is known:

(1) Compute pn
h :

pn
h = arg min

qh ∈Q f h

Jh
(
un

h ,qh
)

;

(2) Compute un+1/2
h :

un+1/2
h = arg min

vh ∈Vg h

Jh
(
vh ,pn

h

)
;

(3) Compute un+1
h (with 1 ≤ω≤ωmax < 2):

un+1
h = un

h +ω(
un+1/2

h −un
h

)
;

(4) At some iterations, adapt/refine the mesh based on the indicator ηI ; the frequency of
adaptation is discussed in the numerical experiments section.

5. Numerical Experiments

We present several numerical experiments to study the efficiency of the indicator ηI . For all
test cases, the computational domain is the unit square Ω = (0,1)2. The parameter ω is initially
chosen to be one and gradually increases to two, and α = 1. The BL2D mesh generator [34] is
used to reconstruct an adapted mesh at each of the given iterations. We consider a structured
asymmetric mesh of size hK = 1/20. We perform the first mesh refinement when the condition
∥un+1

h −un
h∥L2(Ω) ≤ ν is satisfied. Unless specified otherwise, ν= 5 ·10−5. This condition is usually

satisfied in less than 100 iterations. Then we adapt the mesh every 50 iterations or if the condition
is satisfied. The algorithm stop hmin = minK ∈Th hK and hmax = maxK ∈Th hK . In order to prevent
the algorithm from adapting the mesh infinitely, we enforce (hmax/hmin) ≤ 40.
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5.1. Smooth exponential example

First we consider a smooth example: find u :Ω→R satisfying{
det D2u = (

x2 + y2 +1
)

e(x2+y2) inΩ,

u = e
1
2 (x2+y2) on ∂Ω.

The convex solution is defined by u(x, y) = e
1
2 (x2+y2), for all (x, y) ∈Ω, and the eigenvalues of its

Hessian are given by

λ1 = e
1
2 (x2+y2), λ2 = e

1
2 (x2+y2) (

1+x2 + y2) .

We use a triangular unstructured mesh and we set ν = 10−7. For this first test case, we do not
consider a mesh adaptation, but we vary hK uniformly, in order to study the behavior of the
error indicator ηI for smooth solutions and unstructured meshes. Table 1 shows that the H 2 error
norm, the estimation of γ, and the error indicator ηI converge with approximate order O (h). The
effectivity index settles at a value around 14.

Table 1. Smooth exponential example with uniformly refined unstructured mesh and
without mesh adaptation. Estimated errors of u − uh in H 1 error norm, values of the
indicator ηI and the corresponding convergence orders for various hK .

hK ηI rate
ηI

|u −uh |H 1(Ω)
|u −uh |H 2(Ω) rate γ rate iterations

0.03125 4.90 ·10−1 - 9.73 5.96 ·10−1 - 3.21 ·10−1 15
0.01561 2.77 ·10−1 0.82 12.55 3.44 ·10−1 0.79 2.18 ·10−1 0.56 16
0.01035 1.84 ·10−1 1.00 13.43 1.91 ·10−1 1.45 1.39 ·10−1 1.10 16
0.00776 1.38 ·10−1 1.00 14.07 1.47 ·10−1 0.91 1.05 ·10−1 0.97 15

5.2. Non-smooth example with an exact solution

Let us consider problems involving various types of non-smoothness in the data or the solution.
The first problem reads as: find u :Ω→R satisfying det D2u = R2(

R2 − (x −0.5)2 − (y −0.5)2
)2 inΩ,

u =−
√

R2 − (x −0.5)2 − (y −0.5)2 on ∂Ω,

(29)

where R = 1/
p

2. The exact solution u of problem (29) is given by

u(x, y) =−
√

R2 − (x −0.5)2 − (y −0.5)2, ∀ (x, y) ∈Ω.

The eigenvalues of its Hessian are given by

λ1 = R2(
R2 − (x −0.5)2 − (y −0.5)2

)3/2
, λ2 =

(
2R2 −2x2 −2y2 +2x +2y −1

)
2
(
R2 − (x −0.5)2 − (y −0.5)2

)3/2
.

The solution u to (29) is smooth in Ω but ∇u is not defined in the four corners of Ω. Due to
the lack of regularity of the solution, the adaptive mesh refinement algorithm will track those
discontinuities and refine the mesh in the corners. Figure 1 illustrates the refined meshes for
various tolerances.

Numerical results are displayed in Table 2. When the tolerance decreases, hmin, hmax and the
L2 error norm decrease while the number of elements and vertices increase as expected. The
effectivity index ηI /|u −uh |H 1 stabilizes at a value close to 10 for all TOL.
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(a) TOL = 1.0 (b) TOL = 0.5 (c) TOL = 0.25

Figure 1. Non-smooth example with data

f (x, y) = R2

(R2−(x−0.5)2−(y−0.5)2)2 , g (x, y) =−
√

R2 − (x −0.5)2 − (y −0.5)2 and R = 1p
2

. Graphs of

the final adapted mesh for various values of TOL and after 500 iterations.

Table 2. Non-smooth example with data

f (x, y) = R2

(R2−(x−0.5)2−(y−0.5)2)2 , g (x, y) = −
√

R2 − (x −0.5)2 − (y −0.5)2 and R = 1p
2

. Conver-

gence behavior of the algorithm for various values of parameter TOL, after 500 iterations.
The columns contain the final minimal and maximal mesh size, the final numbers of ele-
ments and vertices, the value of the indicator, the H 1 and L2 error norms, and the effectivity
index.

TOL hmin hmax # elem # vertices ηI ∥u −uh∥H 1
ηI

∥u−uh∥H1
∥u −uh∥L2

1.0 4.81 ·10−3 1.89 ·10−1 825 471 1.31 ·100 1.23 ·10−1 10.65 2.21 ·10−2

0.5 3.41 ·10−3 9.33 ·10−2 2565 1399 0.92 ·100 9.32 ·10−2 9.87 6.49 ·10−3

0.25 1.74 ·10−3 6.41 ·10−2 7281 3862 0.81 ·100 8.84 ·10−2 9.16 3.48 ·10−3

5.3. Non-smooth example without an exact solution

The second non-smooth problem that we consider reads as follows: find u :Ω→R satisfying{
det D2u = 1 inΩ,
u = 0 on ∂Ω.

(30)

(a) TOL = 1.0 (b) TOL = 0.5 (c) TOL = 0.25

Figure 2. Non-smooth example with data f (x, y) = 1 and g (x, y) = 0. Graphs of the final
adapted mesh for various values of TOL, after 500 iterations.
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Despite the smooth data, this problem does not admit a classical solution. As mentioned in [35],
the main difficulties, e.g., the lack of convexity, occur near the boundary of the domain. Figure 2
shows the refined mesh for several values of the tolerance. For a tolerance level smaller than
0.5, the algorithm successfully refines the mesh around the boundary with a coarser mesh in
the center of the domain. Table 3 shows similar numerical results as the previous test case.
Observations made about hmin, hmax, the number of elements and vertices still holds. However,
the indicator ηI does not decrease for decreasing TOL. A possible explanation could come from
the bound we set for refinement hmax

hmin
≤ 40, which prevents ηI from decreasing as expected.

Table 3. Non-smooth example with data f (x, y) = 1 and g (x, y) = 0. Convergence behavior
of the algorithm for various values of parameter TOL, after 500 iterations. The columns
contain the final minimal and maximal mesh size, the final numbers of elements and
vertices, the value of the indicator, and norm of the minimal solution uh .

TOL hmin hmax # elem # vertices ηI ∥uh∥L∞(Ω)

1.0 7.13 ·10−2 2.55 ·10−1 110 69 4.02 ·10−1 1.66722 ·10−1

0.5 1.03 ·10−2 5.90 ·10−1 1189 663 1.96 ·10−1 1.67842 ·10−1

0.25 1.33 ·10−3 7.41 ·10−2 5516 3059 2.72 ·10−1 1.74659 ·10−1

5.4. Numerical experiment with data involving a Dirac function

The next test problem reads as follows: find u :Ω→R satisfying{
det D2u(x, y) =πδ(1/2,1/2)(x, y) inΩ,

u(x, y) =
√

(x −0.5)2 + (
y −0.5

)2 on ∂Ω.
(31)

The exact solution u of problem (31) is defined by

u(x, y) =
√

(x −0.5)2 + (
y −0.5

)2 ∀ (x, y) ∈Ω.

We regularize the problem and approximate the Dirac function δ(α,β) by

δ(α,β)(x, y) ∼ f (α,β)
ε

(
x, y

)= ε2

π
(
ε2 + (x −α)2 + (

y −β)2
)2 ,

where ε > 0 is a small parameter. Therefore, we approximate πδ(1/2,1/2)(x, y) by π f (1/2,1/2)
ε (x, y),

and consider the approximate problem: find uε :Ω→R satisfying det D2uε(x, y) =π f (1/2,1/2)
ε (x, y) inΩ,

uε(x, y) =
√

(x −0.5)2 + (
y −0.5

)2 on ∂Ω.
(32)

To estimate the error norms, we assume that limh→0 limε→0 uε,h = u, where uε,h is the discrete
approximation of uε obtained with our approach. Unless specified otherwise, we set here ε =
10−3/2. This approximation of the right-hand side of (31) allows to calculate the L2-norm of the
residual that appears within the error indicator (26). In this experiment, we expect the adaptive
mesh refinement algorithm to adapt the mesh around the point (0.5,0.5).

Figure 3 visualizes the final refined meshes for different tolerances. Table 4 shows the quan-
tified numerical results. When the tolerance decreases, hmin, hmax, ηI

K , and the L2 error norm
decrease, and the number of elements and vertices increase as expected. Figure 4 visualizes the
refined meshes with fixed tolerance TOL = 0.25 and different values of ε. We observe that the
smaller the parameter ε is, the larger the number of elements. Table 5 shows that as ε decreases,
hmin, hmax, and the L2 error norm decreases and the number of elements and vertices increases.
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(a) TOL = 0.5 (b) TOL = 0.25 (c) TOL = 0.125

Figure 3. Numerical experiments with a Dirac function, for data f (x, y) = πδ(1/2,1/2) and
g (x, y) =

√
(x −0.5)2 + (y −0.5)2. Graphs of the final adapted mesh for various values of

TOL, fixed ε= 10−3/2, and after 500 iterations.

Table 4. Numerical experiments with a Dirac function, for data f (x, y) = πδ(1/2,1/2) and
g (x, y) =

√
(x −0.5)2 + (y −0.5)2. Convergence behavior of the algorithm for various values

of parameter TOL, fixed ε= 10−3/2, and after 500 iterations. The columns contain the final
minimal and maximal mesh size, the final numbers of elements and vertices, the value of
the indicator, and L2 error norms.

TOL hmin hmax # elem # vertices ηI ∥u −uh∥L2

0.5 1.36 ·10−2 1.77 ·10−1 509 269 8.71 ·10−1 7.73 ·10−2

0.25 8.41 ·10−3 1.24 ·10−1 1128 582 5.50 ·10−1 3.84 ·10−2

0.125 4.89 ·10−3 7.78 ·10−2 2920 1489 3.70 ·10−1 1.92 ·10−2

(a) ε= 10−3/2 (b) ε= 10−2 (c) ε= 10−5/2

Figure 4. Numerical experiments with a Dirac function, for data f (x, y) = πδ(1/2,1/2) and
g (x, y) =

√
(x −0.5)2 + (y −0.5)2. Graphs of the final adapted mesh for various values of ε,

fixed TOL= 0.25, and after 500 iterations.

5.5. Numerical experiment with data involving two Dirac functions

Finally, let us consider a numerical experiment with two Dirac functions on the right hand side
of the Monge–Ampère equation: find u :Ω→R satisfying{

det D2u = π

2
δ(1/4,1/2) +

π

2
δ(3/4,1/2) inΩ,

u = g on ∂Ω,
(33)
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Table 5. Numerical experiments with a Dirac function, for data f (x, y) =πδ(1/2,1/2) and
g (x, y) =

√
(x −0.5)2 + (y −0.5)2. Convergence behavior of the algorithm for various values

of parameter ε= 10−3/2, fixed TOL= 0.25, and after 500 iterations. The columns contain the
final minimal and maximal mesh size, the final numbers of elements and vertices, the value
of the indicator, and the L2 error norm.

ε2 hmin hmax # elem # vertices ηI ∥u −uh∥L2

1 ·10−3 8.41 ·10−3 1.24 ·10−1 1128 582 5.50 ·10−1 3.84 ·10−2

1 ·10−4 7.93 ·10−3 1.40 ·10−1 1224 636 0.12 ·10−1 2.29 ·10−2

1 ·10−5 4.19 ·10−3 7.02 ·10−2 2986 1544 0.15 ·10−1 1.29 ·10−2

where

g
(
x, y

)=


∣∣y −0.5
∣∣ if 1/4 < x < 3/4,

min

(√
(x −1/4)2 + (

y −0.5
)2,

√
(x −3/4)2 + (

y −0.5
)2

)
otherwise .

(34)

The exact solution is given by u = g inside the domainΩ.
We approximate π

2δ(1/4,1/2) + π
2δ(3/4,1/2) by π

2 f (1/4,1/2)
ε (x, y) + π

2 f (3/4,1/2)
ε (x, y), and we set ε =

10−3/2. To estimate the error norms, we assume that limh→0 limε→0 uη
ε = u. In this case, we expect

the adaptive algorithm to refine the mesh in the neighborhood of the two points (1/4,1/2) and
(3/4,1/2), and in the neighborhood of the segment between these two points. Figure 3 visualizes
the final refined meshes for different tolerances, and shows that the mesh is refined at the
appropriate locations. Table 4 shows the numerical results; the L2 error norm is of order 10−2

and decreases monotonically with the tolerance.

(a) TOL = 0.5 (b) TOL = 0.25 (c) TOL = 0.125

Figure 5. Examples with Dirac function for data f (x, y) = π
2δ(1/4,1/2) + π

2δ3/4,1/2) and g (x, y)
given by (34). Graphs of the final adapted mesh for various values of TOL, fixed ε = 10−3/2

and after 500 iterations.

6. Conclusion

A least-squares approach has been advocated for the solution to the two-dimensional Monge-
Ampère equation. A relaxation algorithm decouples this least-squares problem into a sequence
of local nonlinear problems and variational linear problems.

An adaptive mesh refinement algorithm has been added to the relaxation algorithm. An
incomplete a posteriori error indicator has been derived based on a different, conservative,
formulation of the Monge–Ampère equation, and then inserted into the least-squares framework.
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Table 6. Examples with Dirac function for data f (x, y) = π
2δ(1/4,1/2) + π

2δ(3/4,1/2) and g (x, y)
given by (34). Convergence behavior of the algorithm for various values of parameter
TOL, fixed ε = 10−3/2 and after 500 iterations. The columns contain the final minimal and
maximal mesh size, the final numbers of elements and vertices, the value of the indicator,
and L2 error norms.

TOL hmin hmax # elem # vertices ηI ∥u −uh∥L2

0.5 1.23 ·10−2 2.17 ·10−1 687 356 5.98 ·10−1 3.84 ·10−2

0.25 8.14 ·10−3 2.25 ·10−1 1617 828 4.82 ·10−1 2.08 ·10−2

0.125 4.89 ·10−3 7.78 ·10−2 2920 1489 3.70 ·10−1 1.92 ·10−2

Numerical experiments validate the accuracy and the efficiency of the method. In particular,
numerical experiments in non-smooth cases have shown optimal error convergence orders and
robustness, and an appropriate mesh refinement near the singularities of the solution. The
adaptive strategy must be improved with a derivation of more accurate error estimates, to obtain
an optimal performance of the error indicator.

Future work may include the extension of the algorithm to three dimensions of space. The
least-squares framework used in this work has been initially introduced in [4] in two dimensions
of space, and then extended in [9] in three dimensions of space. Three-dimensional mesh adapta-
tion is not an issue, since efficient mesh generators are available, see, e.g., the Mmg platform [36].
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