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#### Abstract

Solving poroelastic problems on a single grid is of paramount importance in the applications, especially in geosciences. However, these applications sometimes require to work with meshes made of distorted cells. With such grids, dedicated numerical schemes should be chosen to obtain consistent approximations for the stresses and for the fluxes. In J. Coulet et al. (2020), a coupled scheme based on the joint use of linear virtual elements and a two-point finite volume approximation on the same grid was proposed for Biot's poroelastic problem. This work has also provided an analytic and numerical convergence study of the discrete coupled system. As a continuation, we here propose an extension of this study to more general polyhedral meshes and to heterogeneous anisotropic mobility tensors for the flow equations. At this occasion, a general finite-volume framework, which includes non-linear or sushi finite volume methods for instance, is introduced to extend this analysis. Résumé. La résolution des problèmes de poroélasticité sur une grille unique est d'une importance capitale dans les applications, en particulier dans le domaine des géosciences. Cependant, ces applications nécessitent parfois de travailler avec des grilles composées de cellules déformées. Avec de telles grilles, des schémas numériques spécifiques doivent être choisis pour obtenir des approximations convergentes pour les contraintes et les flux. Dans J. Coulet et al. (2020), un schéma couplé basé sur l'utilisation conjointe d'éléments virtuels linéaires et d'une approximation de volume fini à deux points sur la même grille a été proposé pour le problème poroélastique de Biot. Ce travail a également fourni une étude analytique et numérique de la convergence du système couplé discret. Comme suite, nous proposons ici une extension de cette étude à des maillages polyédriques plus généraux et à des tenseurs de mobilité anisotropes hétérogènes pour les équations d'écoulement. À cette occasion, un cadre général de volumes finis, qui inclut par exemple les méthodes de volumes finis non linéaires ou de sushi, est introduit pour étendre cette analyse.
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## 1. Introduction

The numerical resolution of poroelastic problems is often carried out on two different grids, in particular in geosciences when simulating the flow through deformable porous media. For this kind of application, a first grid is dedicated to mechanics and built in order to guarantee its compatibility with the finite-element method which is often used to discretize that part of the system. A second mesh is also designed in parallel to discretize the flow equations with finite-volume methods. This second family of discretization schemes is very popular to simulate porous-media flows since they provide conservative fluxes in a natural way. They are based on piecewiseconstant approximations of the solutions and the flow grid is therefore built according to the shape of the geological layers which can have strongly varying flow properties and complicated geometries due, for example, to the presence of faults or erosion events. A space discretisation of these layers is therefore not an easy task since, in addition, some conditions should be met in order to guarantee the consistency of the finite-volume fluxes.

Recent space discretization methods, such as hybrid finite-volumes [1], virtual elements [2], now enable to solve the elastic problem on the flow grid. We do not claim to make an exhaustive review of all the methods that have been proposed over the past years to discretize this system. We here only mention the ones that will be used and analyzed in this work and invite the reader to refer to the introduction of [3] to have a broader overview of the family of techniques which can be used for this problem.

In this latter work, in particular, linear virtual elements and the two-point finite volume approximation (TPFA) were used and analysed. However, a drawback of the TPFA scheme is that, for practical applications, the TPFA scheme does not provide consistent fluxes on general grids and/or with anisotropic mobility tensors. In the past years, several works have been done to correct this shortcoming (see $[4,5]$ and the references therein for instance) leading to linear or even non-linear approximations of the fluxes.

In this work, we show that the convergence and existence results established in [3] can be extended to more general finite-volume schemes and in particular to non-linear ones.

This paper is thus organized as follows. The poroelastic problem is introduced in Section 2. Then the coupled discretization scheme based on linear virtual elements and on a generic family of finite volume methods is presented in Section 3. In particular, a reminder on the linear virtual element method is made in Section 3.1 and the generic finite-volume scheme is presented in Section 3.2 along with two examples of flux approximation. This coupled scheme is analysed in Section 4 where the existence of discrete solutions (see Proposition 7) is shown as well as an a priori error estimate (see Theorem 8). To illustrate this estimate, numerical results performed on grids of the FVCA5 benchmark [6] are presented in Section 5.

## 2. Mathematical formulation of the poroelasticity problem

Let $T>0$ and $\Omega \in \mathbb{R}^{d}$ be an open subset with a Lipschitz boundary. The coupled system describing the interactions between mechanical deformations and flows in porous media have been established in [7]. The expressions of rock mechanical equilibrium and fluid volume conservation
here assume quasistatic strains and a slightly compressible single-phase flow. Under these assumptions, let $\boldsymbol{u}: \Omega \times(0, T] \rightarrow \mathbb{R}^{d}$ be the rock displacement and $p: \Omega \times(0, T] \rightarrow \mathbb{R}$ the pore pressure. In $\Omega \times(0, T]$, the pair $(\boldsymbol{u}, p)$ is solution to:

$$
\begin{align*}
-\operatorname{div}\left(\bar{\sigma}^{e}(\boldsymbol{u})-\alpha p \bar{I}_{d}\right) & =\boldsymbol{f},  \tag{1}\\
\partial_{t}\left(c_{0} p+\alpha \operatorname{div}(\boldsymbol{u})\right)-\operatorname{div}(\bar{\Lambda}(\nabla p-\rho \boldsymbol{g})) & =s . \tag{2}
\end{align*}
$$

In (1), $\bar{I}_{d}$ denotes the identity tensor, $\bar{\sigma}^{e}(\boldsymbol{u})-\alpha p \bar{I}_{d}$ corresponds to the total stress, $\bar{\sigma}^{e}(\boldsymbol{u})$ to Terzaghi's effective stress and $\alpha$ to Biot-Willis' coefficient. The sign convention for the stresses follows the one of classical continuum mechanics where compressive stresses are considered to be negative. The effective stress is assumed to follow a linear elastic behaviour with respect to the strain $\bar{\varepsilon}(\boldsymbol{u}):=\frac{1}{2}\left(\nabla \boldsymbol{u}+\nabla \boldsymbol{u}^{T}\right)$ and is thus given by $\bar{\sigma}^{e}(\boldsymbol{u}):=\overline{\bar{C}} \bar{\varepsilon}(\boldsymbol{u})$ where $\overline{\bar{C}}$ is the fourth-order stiffness tensor. The stress tensor can be defined thanks to the Lamé constants $(\mu, \lambda) \in\left[\mu_{1}, \mu_{2}\right] \times(0, \infty)$, $0<\mu_{1}<\mu_{2}$. In that case

$$
\begin{equation*}
\bar{\sigma}^{e}(\boldsymbol{u})=2 \mu \bar{\varepsilon}(\boldsymbol{u})+\lambda \operatorname{div}(\boldsymbol{u}) \bar{I}_{d} . \tag{3}
\end{equation*}
$$

$\boldsymbol{f}$ denotes a volumetric force. In equation (2), $c_{0}>0$ is the product of porosity by the fluid compressibility, $\bar{\Lambda}$ the mobility tensor defined as the ratio between the rock permeability and the fluid dynamic viscosity, $\rho \boldsymbol{g}$ is the volumetric weight and $s$ a volumetric source or sink term. For $\bar{\Lambda}$, it is assumed that there exist $\left(\alpha_{0}, \beta_{0}\right) \in(0, \infty)$ s.t. the spectrum of $\bar{\Lambda}$ is included in $\left[\alpha_{0}, \beta_{0}\right]$. Using the index $\alpha \in\{d, p\}$ to refer to the displacement or pressure variable, in both cases, the boundary $\partial \Omega$ is divided into two complementary areas where either Dirichlet or Neumann conditions are applied. Thus $\partial \Omega=\Gamma_{D_{\alpha}} \cup \Gamma_{N_{\alpha}}$, with $\Gamma_{D_{\alpha}} \cap \Gamma_{N_{\alpha}}=\varnothing$ and $\mathrm{m}_{\Gamma_{D_{\alpha}}}>0$. On these boundaries, the conditions are given by:

$$
\begin{align*}
\boldsymbol{u} & =0 \text { on } \Gamma_{D_{d}},  \tag{4}\\
\left(\bar{\sigma}^{e}(\boldsymbol{u})-\alpha p \bar{I}_{d}\right) \cdot \boldsymbol{n} & =\boldsymbol{t} \text { on } \Gamma_{N_{d}},  \tag{5}\\
p & =0 \text { on } \Gamma_{D_{p}},  \tag{6}\\
\bar{\Lambda}(\nabla p-\rho \boldsymbol{g}) \cdot \boldsymbol{n} & =\phi \text { on } \Gamma_{N_{p}} \tag{7}
\end{align*}
$$

where $\boldsymbol{n}$ stands for the unit normal oriented towards the outside of $\Omega$. At initial time, we have

$$
\begin{equation*}
p(\boldsymbol{x}, 0)=p_{0}(\boldsymbol{x}) \text { in } \Omega \tag{8}
\end{equation*}
$$

and $\boldsymbol{u}_{0}=\boldsymbol{u}(\boldsymbol{x}, 0)$ is solution to (1)-(4)-(5) with $p=p_{0}$. Under assumptions of regularity on the data, the existence and uniqueness of the continuous solution to (1)-(8) have been established in [8].

## 3. Coupled discretization scheme

We now detail the discretization of the problem (1)-(8). From then on, for simplicity's sake, gravity effects are neglected in the following. For scalar functions defined on any domain $\omega$, we use the norms:

$$
\|v\|_{L^{2}(\omega)}=\left(\int_{\Omega} v^{2}\right)^{\frac{1}{2}},\|\nu\|_{H^{1}(\omega)}=\left(\|\nu\|_{L^{2}(\omega)}^{2}+\int_{\omega} \nabla v \cdot \nabla v\right)^{\frac{1}{2}}
$$

and

$$
\|\boldsymbol{v}\|_{L^{2}(\omega)}=\left(\int_{\omega} \boldsymbol{v} \cdot \boldsymbol{v}\right)^{\frac{1}{2}},\|v\|_{H^{1}(\omega)}=\left(\|\boldsymbol{v}\|_{L^{2}(\omega)}^{2}+\int_{\omega} \nabla \boldsymbol{v}: \nabla \boldsymbol{v}\right)^{\frac{1}{2}}
$$

for the vector ones. The aim of this section is to define a coupled scheme to approximate a weak solution to (1)-(8). Weak solutions ( $\overline{\boldsymbol{u}}, \bar{p}$ ) of the previous problem are sought in the spaces

$$
\begin{aligned}
& V_{0}=\left\{\boldsymbol{v} \in H^{1}(\Omega)^{d}: \boldsymbol{v}_{\Gamma_{D_{d}}}=\mathbf{0}\right\}, \\
& Q_{0}=\left\{q \in H^{1}(\Omega): q_{\Gamma_{D_{p}}}=0\right\} .
\end{aligned}
$$

We assume that the time interval is discretized with a constant time step $\Delta t$ such that

$$
[0, T]=\bigcup_{n=0}^{N}\left[t^{n}, t^{n+1}\right]=\bigcup_{n=0}^{N}[n \Delta t,(n+1) \Delta t] .
$$

If $\boldsymbol{f} \in H^{1}\left((0, T) \times L^{2}(\Omega)\right)^{d}$ and $\boldsymbol{t} \in H^{1}\left((0, T) \times L^{2}\left(\Gamma_{N_{d}}\right)\right)^{d}$, an integration by part of (1) over $\Omega \times$ ( $t^{n}, t^{n+1}$ ), for all $n \in\{0, \ldots N\}$ and the use of an Euler time-implicit scheme lead to a variational form of the elasticity problem which reads, for any test function $\boldsymbol{v} \in V_{0}$ :

$$
\begin{equation*}
a\left(\boldsymbol{u}^{n+1}, \boldsymbol{v}\right)-\int_{\Omega} \alpha p^{n+1} \operatorname{div}(\boldsymbol{v})=\int_{\Omega} \boldsymbol{f}^{n+1} \cdot \boldsymbol{v}+\int_{\Gamma_{N_{d}}} \boldsymbol{t}^{n+1} \cdot \boldsymbol{v} \tag{9}
\end{equation*}
$$

with

$$
\begin{equation*}
a(\boldsymbol{u}, \boldsymbol{v})=\int_{\Omega} \bar{\sigma}^{e}(\boldsymbol{u}): \bar{\varepsilon}(\boldsymbol{v}) . \tag{10}
\end{equation*}
$$

Since $\mathrm{m}_{\Gamma_{D_{d}}}>0$, a corollary of Korn's inequality used with (3) (see [9, Chapter 11]) gives the coercivity of $a$, that is, for all $\boldsymbol{v} \in V_{0}$,

$$
\begin{equation*}
a(\boldsymbol{v}, \boldsymbol{v}) \geq \alpha_{a}\|\boldsymbol{v}\|_{H^{1}(\Omega)}^{2} \tag{11}
\end{equation*}
$$

We also define the norm $\beta_{a}$ of $a$ by

$$
\begin{equation*}
\beta_{a}=\sup _{\boldsymbol{v} \in H^{1}(\Omega)^{d},\|\boldsymbol{v}\|_{H^{1}(\Omega)^{d}}^{d}=1} a(\boldsymbol{v}, \boldsymbol{v}) . \tag{12}
\end{equation*}
$$

In the same way as for (1), assuming that $s \in L^{2}(\Omega \times(0, T))$ and $\phi \in L^{2}\left(\Gamma_{N_{p}} \times(0, T)\right)$, a mutliplication of (2) by any test function $q \in Q_{0}$ followed by an integration over $\Omega$ and the use of an Euler timeimplicit scheme give, for all $n \in\{0, \ldots N\}$ :

$$
\begin{equation*}
\int_{\Omega}\left(D^{n+1}\left(c_{0} p+\alpha \operatorname{div}(\boldsymbol{u})\right) q\right)-\Delta t \int_{\Omega} \operatorname{div}\left(\bar{\Lambda} \nabla p^{n+1}\right) q=\Delta t \int_{\Omega} s^{n+1} q \tag{13}
\end{equation*}
$$

where $D^{n+1} q=q^{n+1}-q^{n}$. The next two subsections will detail the virtual-element and finitevolume approximations but an admissible space discretization for both methods should be first defined. Following assumptions H0 in [2] and [5, Definition 1], we consider the following definition.

Definition 1 (Admissible virtual-element/finite-volume discretization). An admissible discretization $\mathscr{D}$ is a triplet $\mathscr{D}=(\mathscr{T}, \mathscr{E}, \mathscr{P})$, where
(i) $\mathscr{T}$ is a finite family of non-empty connected open disjoint subsets of $\Omega$ (the cells) s.t. $\bar{\Omega}=$ $\cup_{K \in \mathscr{T}} \bar{K}$. For all $K \in \mathscr{T}$, we denote by $\mathrm{m}_{K}>0$ its $d$-dimensional measure (the volume) and set $\partial K \stackrel{\text { def }}{=} \bar{K} \backslash K$;
(ii) $\mathscr{E}$ is a subset of $\bar{\Omega}$ (the faces) s.t., for all $\sigma \in \mathscr{E}, \sigma$ is a non-empty closed subset of a hyperplane of $\mathbb{R}^{d}$ with $(d-1)$-dimensional measure $\mathrm{m}_{\sigma}>0$ (the area), and s.t. the intersection of two different faces has zero (d-1)-dimensional measure. We assume that there exist, for all $K \in \mathscr{T}$, a subset $\mathscr{E}_{K}$ of $\mathscr{E}$ such that $\partial K=\cup_{\sigma \in \mathscr{E}_{K}} \sigma$ and $\varrho_{1}<+\infty$ independent of $n$ s.t.

$$
\begin{equation*}
\left|\mathscr{E}_{K}\right| \leq \varrho_{1} . \tag{14}
\end{equation*}
$$

For a given $\sigma \in \mathscr{E}$, either $\mathscr{T}_{\sigma} \stackrel{\text { def }}{=}\left\{K \in \mathscr{T} \mid \sigma \in \mathscr{E}_{K}\right\}$ has exactly one element and then $\sigma \subset$ $\partial \Omega$ (boundary face) or $\mathscr{T}_{\sigma}$ has exactly two elements (inner face); the sets of inner and boundary faces are denoted by $\mathscr{E}_{\text {int }}$ and $\mathscr{E}_{\text {ext }}$ respectively; for all $\alpha \in\{d, p\}$ and $\sigma \in \mathscr{E}_{\text {ext }}, \sigma$
lies either completely in $\Gamma_{D_{\alpha}}$ or in $\Gamma_{N_{\alpha}} ;$ for all $K \in \mathscr{T}_{n}$ and $\sigma \in \mathscr{E}_{K}, \boldsymbol{n}_{K, \sigma}$ denotes the unit vector that is normal to $\sigma$ and outward to $K$;
(iii) $\mathscr{P}=\left\{\boldsymbol{x}_{K}\right\}_{K \in \mathscr{T}}$ s.t. $\boldsymbol{x}_{K}$ is the barycenter of $K . K$ is star-shaped with respect to a ball centered on $\boldsymbol{x}_{K}$ and with a radius $r h_{K}$ where $r>0$ does not depend on $K$ or on $\mathscr{D}$. $r$ is smaller than the ratio between the shortest edge of $K$ and its diameter. For all $K \in \mathscr{T}$ and for all $\sigma \in \mathscr{E}_{K}$ we denote by $d_{K, \sigma}$ the Euclidean distance between $\boldsymbol{x}_{K}$ and the hyperplane supporting $\sigma$.
When considering a sequence of admissible discretizations $\left(\mathscr{D}_{n}\right)_{n \in \mathbb{N}}$, we denote by $h_{\mathscr{D}_{n}}$ the size of the discretization defined by $h_{\mathscr{D}_{n}} \stackrel{\text { def }}{=} \sup _{K \in \mathscr{T}_{n}} \operatorname{diam}(K)$. In that case, we suppose that there exist $0<\varrho_{2}, \varrho_{3}, \varrho_{4}, \varrho_{5}<+\infty$ independent of $n$ s.t.

$$
\begin{gathered}
\min _{K \in \mathscr{T}_{n}, \sigma \in \mathscr{E}_{n, K}} \frac{d_{K, \sigma}}{\operatorname{diam}(K)} \geq \varrho_{2}, \min _{\sigma \in \mathscr{E}_{n, \text { int }}, \mathscr{T}_{n, \sigma}=\{K, L\}} \frac{\min \left(d_{K, \sigma}, d_{L, \sigma}\right)}{\max \left(d_{K, \sigma}, d_{L, \sigma}\right)} \geq \varrho_{3}, \min _{K \in \mathscr{T}_{n}} \frac{\operatorname{diam}(K)}{h_{\mathscr{D}_{n}}} \geq \varrho_{4}, \\
\varrho_{5} \leq \frac{d_{K, \sigma}}{d_{L, \sigma}} \leq \frac{1}{\varrho_{5}}, \forall \sigma \in \mathscr{E}_{n, \text { int }} \text {, such that } \mathscr{T}_{n, \sigma}=\{K, L\} .
\end{gathered}
$$

### 3.1. Virtual elements for the elasticity problem

In this work, the displacements are approximated using linear virtual elements. In that case, the approximation space $V_{\mathscr{D}}$ is given by

$$
V_{\mathscr{D}}=\bigcup_{K \in \mathscr{T}} V_{K}
$$

where

$$
V_{K}=\left\{\boldsymbol{\varphi} \in\left(H^{1}(K)\right)^{d} \mid \boldsymbol{\varphi} \cdot \boldsymbol{e}_{i} \in V_{\text {scal }, K}, \forall i=1, \ldots, d\right\},
$$

$\boldsymbol{e}_{i}$ denoting one of the vectors of the canonical basis. The main idea of linear virtual elements is to define the spaces $V_{\text {scal, } K}$ without giving an explicit definition of its basis functions even if, for simplicial cells, it reduces to $\mathbb{P}_{1}$ polynomials. Functions of $V_{\text {scal }, K}$ are entirely defined by their values on the cell vertices of $K$. However, the exact expression of the elements of $V_{\text {scal, } K}$ is not known in the general case in $\dot{K}$. But, for each face or cell element $\gamma$, a projection $\pi_{\gamma}$ on $\mathbb{P}_{1}(\gamma)$ can however be evaluated setting

$$
\pi_{\gamma}(\varphi(\boldsymbol{x}))=\langle\nabla \varphi\rangle_{\gamma} \cdot(\boldsymbol{x}-\overline{\boldsymbol{x}})+\bar{\varphi}
$$

where $\langle\nabla \varphi\rangle_{\gamma}=\frac{1}{\mathrm{~m}_{\gamma}} \int_{\gamma} \nabla \varphi, \bar{u}=\frac{1}{\operatorname{card}(\mathcal{V}(\gamma))} \sum_{v \in \mathcal{V}(\gamma)} u\left(\boldsymbol{x}_{v}\right), u \in\{\varphi, \boldsymbol{x}\}$ and $\mathscr{V}(\gamma)$ is the set of all vertices of $\gamma$. In two dimensions, $V_{\text {scal, }, K}$ is defined by:

$$
V_{\text {scal }, K}=\left\{\varphi \in H^{1}(K) \mid \forall \sigma \in \partial K, \varphi_{\mid \sigma} \in \mathbb{P}_{1}(\sigma) ; \varphi_{\mid \partial K} \in \mathscr{C}^{0}(\partial K) ; \Delta \varphi=0 \text { in } K\right\} .
$$

In three dimensions, we first define the approximate spaces for all faces $\sigma \in \mathscr{E}$ by

$$
\begin{aligned}
& V_{\text {scal }, \sigma} \\
= & \left\{\varphi \in H^{1}(\sigma) \mid \forall \gamma \in \partial \sigma, \varphi_{\mid \gamma} \in \mathbb{P}_{1}(\gamma) ; \varphi_{\mid \partial \sigma} \in \mathscr{C}^{0}(\partial \sigma) ; \Delta \varphi \in \mathbb{P}_{1}(\sigma) ; \int_{\sigma} \pi_{\sigma}(\varphi) q=\int_{\sigma} \varphi q, \forall q \in \mathbb{P}_{1}(\sigma)\right\}
\end{aligned}
$$

and then, for all $K \in \mathscr{T}$, we take:

$$
V_{\text {scal }, K}=\left\{\varphi \in H^{1}(K) \mid \forall \sigma \in \partial K, \varphi_{\mid \sigma} \in V_{\text {scal }, \sigma} ; \Delta \varphi=0 \text { in } K\right\} .
$$

Let $\mathcal{V}$ denote the set of the cell vertices and $V_{D_{d}}$ its subset containing the vertices that are included in $\Gamma_{D_{d}}$. We then define:

$$
V_{\mathscr{D}, 0}=\left\{\boldsymbol{\varphi} \in\left(H^{1}(\Omega)\right)^{d} \mid \boldsymbol{\varphi} \in V_{\mathscr{D}} ; \boldsymbol{\varphi}(\omega)=\mathbf{0} \text { if } \omega \in \mathcal{V}_{D_{d}}\right\} .
$$

Assuming we have an approximation for the pressure in $Q_{\mathscr{D}}=\mathbb{P}^{0}(\mathscr{T})$, which is the space of piecewise constant functions on each cell of the mesh, at a time-step $n \in\{0 \ldots N+1\}$, a discrete
approximation of (9) in $V_{\mathscr{D}}$ can be computed by solving, for any test function $\boldsymbol{v}_{\mathscr{D}}$ in this latter space, the following problem:

$$
\begin{equation*}
\sum_{K \in \mathscr{T}}\left(a_{\mathscr{D}}^{K}\left(\boldsymbol{u}_{\mathscr{D}}^{n}, \boldsymbol{v}_{\mathscr{D}}\right)-\int_{K} \alpha p_{\mathscr{D}}^{n} \operatorname{div}\left(\boldsymbol{v}_{\mathscr{D}}\right)-\int_{K} \boldsymbol{f}^{n} \cdot \boldsymbol{v}_{\mathscr{D}}-\int_{\partial K \cap \Gamma_{N_{d}}} \boldsymbol{t}_{N}^{n} \cdot \boldsymbol{v}_{\mathscr{D}}\right)=0 \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
a_{\mathscr{D}}^{K}\left(\boldsymbol{w}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right) & =a^{K}\left(\pi_{K}\left(\boldsymbol{w}_{\mathscr{D}}\right), \pi_{K}\left(\boldsymbol{v}_{\mathscr{D}}\right)\right)+s_{K}\left(\boldsymbol{w}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right) \\
& =\int_{K} \bar{\sigma}^{e}\left(\pi_{K}\left(\boldsymbol{w}_{\mathscr{D}}\right)\right): \bar{\varepsilon}\left(\pi_{K}\left(\boldsymbol{v}_{\mathscr{D}}\right)\right)+s_{K}\left(\boldsymbol{w}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right), \tag{16}
\end{align*}
$$

$s_{K}$ is a stabilisation term taken, following [10], as:

$$
\begin{equation*}
s_{K}\left(\boldsymbol{w}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right)=h_{\mathscr{D}}^{d-2}\|\overline{\bar{C}}\|_{\infty} \sum_{\nu \in \mathscr{V}(K)}\left(\left(\boldsymbol{w}_{\mathscr{D}}-\pi_{K}\left(\boldsymbol{w}_{\mathscr{D}}\right)\right) \cdot\left(\boldsymbol{v}_{\mathscr{D}}-\pi_{K}\left(\boldsymbol{v}_{\mathscr{D}}\right)\right)\right)\left(\boldsymbol{x}_{\nu}\right) \tag{17}
\end{equation*}
$$

with $\|\overline{\bar{C}}\|_{\infty}=\max _{i, j, k, l} \overline{\bar{C}}_{i, j, k, l}$. The bilinear form $a_{\mathscr{D}}$ being defined on each cell $K$ by (16)-(17), there exist two positive constants $\alpha_{\star}, \alpha^{\star}$ s.t.

$$
\begin{equation*}
\alpha_{\star} a^{K}\left(\boldsymbol{v}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right) \leq a_{\mathscr{D}}^{K}\left(\boldsymbol{v}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right) \leq \alpha^{\star} a^{K}\left(\boldsymbol{v}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right) \tag{18}
\end{equation*}
$$

Property (18) is, for instance, established in [11] with the assumption made on $r$ in Definition 1.

### 3.2. A generic finite-volume scheme for the flow problem

The discrete pressures are computed in the space $Q_{\mathscr{D}}=\mathbb{P}^{0}(\mathscr{T})$. In the following, for all $v \in Q_{\mathscr{D}}$ and $K \in \mathscr{T}$, we use the notation $\nu_{K}$ so that

$$
v_{K}=v(x), \forall x \in K
$$

The space $Q_{\mathscr{D}}$ is equipped with the scalar product defined, for all $(v, w) \in\left(Q_{\mathscr{D}}\right)^{2}$, by

$$
\begin{equation*}
[v, w]_{\mathscr{D}}=\sum_{K \in \mathscr{T}} \sum_{\sigma \in \mathscr{E}_{K}} \frac{\mathrm{~m}_{\sigma}}{d_{K, \sigma}}\left(\gamma_{\sigma} v-v_{K}\right)\left(\gamma_{\sigma} w-w_{K}\right) \tag{19}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
\gamma_{\sigma} v=\frac{d_{L, \sigma} v_{K}+d_{K, \sigma} v_{L}}{d_{L, \sigma}+d_{K, \sigma}} \text { if } \sigma \in \mathscr{E}_{\text {int }} \text { with } \mathscr{T}_{\sigma}=\{K, L\},  \tag{20}\\
\gamma_{\sigma} v=0 \text { if } \sigma \in \mathscr{E}_{\mathrm{ext}}
\end{array}\right.
$$

The associated norm is $\|v\|_{\mathscr{D}}=\left([v, v]_{\mathscr{D}}\right)^{1 / 2}$. A finite-volume approximation of (9) consists in choosing a test function $q$ s.t. , for all $K \in \mathscr{T}, q=1$ on $K$ and $q=0$ elsewhere. Thus, using Stokes formula and denoting by $F_{K, \sigma}(u, v)$, a numerical conservative flux function with two entries that is meant to approximate the diffusive flux, $\int_{\sigma} \bar{\Lambda} \nabla p \cdot \boldsymbol{n}_{K, \sigma}$, flowing out of $K$ through $\sigma \in \mathscr{E}_{K}$, we have

$$
\begin{equation*}
\mathrm{m}_{K} D^{n+1}\left(c_{0} p_{K}+\alpha \int_{K} \operatorname{div}\left(\boldsymbol{u}_{\mathscr{D}}\right)\right)-\Delta t \sum_{\sigma \in \mathscr{E}_{K}} F_{K, \sigma}\left(p^{n+1}, p^{n+1}\right)=\Delta t \int_{K} s^{n+1} \tag{21}
\end{equation*}
$$

Example 2 (The non-linear two-point flux approximation). As an example of flux $F_{K, \sigma}$, we here detail a non-linear two-point flux approximation (NLTPFA). This approximation is built to ensure the positivity of the solutions in case of elliptic problems. It satisfies Hypotheses 4 (see below) with exception of the coercivity property (36) which does not hold unconditionally. To obtain the positivity property:

- for each interior face $\sigma \in \mathscr{E}_{\text {int }}$ with $\mathscr{T}_{\sigma}=\{K, L\}$, the approximated flux $F_{K, \sigma}$ is written as a convex combination of two consistent linear fluxes $\widetilde{F}_{K, \sigma}\left(p_{\mathscr{D}}\right)$ and $\widetilde{F}_{L, \sigma}\left(p_{\mathscr{D}}\right)$ whose coefficients depend on $p_{\mathscr{D}}$ too. Thus, we set

$$
\begin{gather*}
F_{K, \sigma}\left(p_{\mathscr{D}}, p_{\mathscr{D}}\right)=\mu_{K, \sigma}\left(p_{\mathscr{D}}\right) \widetilde{F}_{K, \sigma}\left(p_{\mathscr{D}}\right)-\mu_{L, \sigma}\left(p_{\mathscr{D}}\right) \widetilde{F}_{L, \sigma}\left(p_{\mathscr{D}}\right), \\
\text { with } \mu_{K, \sigma}\left(p_{\mathscr{D}}\right) \geq 0, \mu_{L, \sigma}\left(p_{\mathscr{D}}\right) \geq 0 \quad \text { and } \quad \mu_{K, \sigma}\left(p_{\mathscr{D}}\right)+\mu_{L, \sigma}\left(p_{\mathscr{D}}\right)=1, \tag{22}
\end{gather*}
$$

- for each outer face $\sigma \in \mathscr{E}_{\text {ext }}$ with $\mathscr{T}_{\sigma}=\{K\}$, the approximated flux $F_{K, \sigma}$ can be chosen to coincide with $\widetilde{F}_{K, \sigma}\left(p_{\mathscr{D}}\right)$ :

$$
\begin{equation*}
F_{K, \sigma}\left(p_{\mathscr{D}}, p_{\mathscr{D}}\right)=\widetilde{F}_{K, \sigma}\left(p_{\mathscr{D}}\right) . \tag{23}
\end{equation*}
$$

The linear fluxes are defined by

$$
\begin{equation*}
\widetilde{F}_{K, \sigma}(u)=\mathrm{m}_{\sigma} \sum_{\sigma^{\prime} \in \mathscr{S}_{K, \sigma}} \alpha_{K, \sigma \sigma^{\prime}}\left(I_{\sigma^{\prime}} u-u_{K}\right) . \tag{24}
\end{equation*}
$$

In (24), $\mathscr{S}_{K, \sigma}$ denotes the stencil of the pair ( $K, \sigma$ ) which corresponds to a subset of faces included in $\partial K$ where the coefficients $\alpha_{K, \sigma \sigma^{\prime}}$ are nonzero. These coefficients are computed in order to verify the conormal decomposition:

$$
\begin{equation*}
\bar{\Lambda}_{K} \boldsymbol{n}_{K, \sigma}=\sum_{\sigma^{\prime} \in \mathscr{S}_{K, \sigma}} \alpha_{K, \sigma \sigma^{\prime}}\left(\mathbf{x}_{\sigma^{\prime}}-\mathbf{x}_{K}\right), \tag{25}
\end{equation*}
$$

where $\boldsymbol{x}_{\sigma^{\prime}}$ is a point depending on the face $\sigma$ and on the trace reconstruction operator that is considered (see below). The coefficients of the conormal decomposition are non-negative if the geometry of the cell and the mobility tensor enable it. References [5, 12] have proposed to compute this decomposition by means of an optimization problem.

The trace reconstruction operator $I \in \mathscr{L}\left(Q_{\mathscr{D}} ; \mathbb{P}^{0}(\mathscr{E})\right)$ is defined so that,

- for each face $\sigma \in \mathscr{E}_{\text {int }}$,

$$
\begin{equation*}
I_{\sigma} u=\sum_{M \in \mathscr{I}_{\sigma}} \omega_{M, \sigma} u_{M}, \sum_{M \in \mathscr{\mathscr { G }}_{\sigma}} \omega_{M, \sigma}=1, \quad \omega_{M, \sigma} \geq 0 \text { and } \forall \varphi \in \mathfrak{D},\left|I_{\sigma} \varphi_{\mathscr{D}}-\varphi\left(\mathbf{x}_{\sigma}\right)\right| \leq C_{\mathscr{D}} h_{\mathscr{D}}^{2} \tag{26}
\end{equation*}
$$

where $\mathscr{I}_{\sigma}$ is a cell subset of $\mathscr{T}, \mathfrak{D}$ is a dense subspace of $H^{1}(\Omega)$ s.t. $\mathfrak{D} \subset C_{0}(\bar{\Omega}), \varphi_{\mathscr{D}} \in Q_{\mathscr{D}}$ with $\left(\varphi_{\mathscr{D}}\right)_{K}=\varphi\left(\mathbf{x}_{K}\right)$ for all $K \in \mathscr{T}$, and $C_{\mathscr{D}}$ is a real number only depending on the mesh regularity parameters $\varrho_{2}, \varrho_{3}, \varrho_{4}$ (more details on this operator are given in [5]),

- for each face $\sigma \in \mathscr{E}_{\text {ext }}$,
- if $\sigma \subset \Gamma_{D_{p}}$ then $I_{\sigma} u=0$
- if $\sigma \subset \Gamma_{N_{p}}$ then $I_{\sigma} u=u_{\sigma}$, where $u_{\sigma}$ is a face unknown added to ensure the Neumann boundary condition.
To derive a two-point approximation, the different terms in (22) are reordered so as to obtain

$$
\begin{equation*}
F_{K, \sigma}(u)=t_{L, \sigma}(u) u_{L}-t_{K, \sigma}(u) u_{K}-\underbrace{\left(\mu_{L, \sigma}(u) \lambda_{L, \sigma}(u)-\mu_{K, \sigma}(u) \lambda_{K, \sigma}(u)\right)}_{\underset{\underline{=}}{ }-\underbrace{}_{K, \sigma}(u)} \tag{27}
\end{equation*}
$$

with the transmissibilities

$$
\begin{align*}
& t_{K, \sigma}(u) \\
= & \mathrm{m}_{\sigma}\left(\mu_{K, \sigma}(u) \sum_{\sigma^{\prime} \in \mathscr{K}_{K, \sigma}} \sum_{M \in\left\{\mathscr{G}_{\sigma^{\prime}} \backslash\{K\}\right\}} \alpha_{K, \sigma \sigma^{\prime}} \omega_{M, \sigma^{\prime}}+\mu_{L, \sigma}(u) \sum_{\sigma^{\prime} \in \mathscr{S}_{L, \sigma}} \sum_{M \in\left\{\mathscr{\mathscr { G }}^{\prime} \cap\{K\}\right\}} \alpha_{L, \sigma \sigma^{\prime}} \omega_{M, \sigma^{\prime}}\right),  \tag{28}\\
& t_{L, \sigma}(u) \\
= & \mathrm{m}_{\sigma}\left(\mu_{L, \sigma}(u) \sum_{\sigma^{\prime} \in \mathscr{\mathscr { C }}_{L, \sigma}} \sum_{M \in\left\{\mathcal{G}_{\sigma^{\prime}}\{L L\}\right.} \alpha_{L, \sigma \sigma^{\prime}} \omega_{M, \sigma^{\prime}}+\mu_{K, \sigma}(u) \sum_{\sigma^{\prime} \in \mathscr{S}_{K, \sigma}} \sum_{M \in\left\{\mathscr{\mathscr { G }}_{\sigma^{\prime}} \cap\{L\}\right\}} \alpha_{K, \sigma \sigma^{\prime}} \omega_{M, \sigma^{\prime}}\right),
\end{align*}
$$

and

$$
\begin{align*}
& \lambda_{K, \sigma}(\nu)=\mathrm{m}_{\sigma} \sum_{\sigma^{\prime} \in \mathscr{S}_{K, \sigma}} \sum_{M \in\left\{\mathscr{\mathscr { G }}^{\prime} \backslash\{K, L\}\right\}} \alpha_{K, \sigma \sigma^{\prime}} \omega_{M, \sigma^{\prime}} v_{M}, \\
& \lambda_{L, \sigma}(\nu)=\mathrm{m}_{\sigma} \sum_{\sigma^{\prime} \in \mathscr{S}_{L, \sigma}} \sum_{M \in\left\{\mathscr{\mathscr { G }}^{\prime} \backslash\{K, L\}\right\}} \alpha_{L, \sigma \sigma^{\prime}} \omega_{M, \sigma^{\prime}} \nu_{M} . \tag{29}
\end{align*}
$$

The idea of the NLTPFA scheme is to choose the weights such that $R_{K, \sigma}(u)=0$. From a numerical point of view, it is sufficient that $\left|R_{K, \sigma}(u)\right| \leq \epsilon$. Under the assumption that $\lambda_{K, \sigma} \lambda_{L, \sigma} \geq 0$, this can be ensured, by taking

$$
\begin{equation*}
\mu_{K, \sigma}(u)=\frac{\left|\lambda_{L, \sigma}(u)\right|+\epsilon}{\left|\lambda_{K, \sigma}(u)\right|+\left|\lambda_{L, \sigma}(u)\right|+2 \epsilon}, \quad \mu_{L, \sigma}(u)=\frac{\left|\lambda_{K, \sigma}(u)\right|+\epsilon}{\left|\lambda_{K, \sigma}(u)\right|+\left|\lambda_{L, \sigma}(u)\right|+2 \epsilon} . \tag{30}
\end{equation*}
$$

With the weights (30), the residual term is given as

$$
R_{K, \sigma}(u)=\epsilon \frac{\lambda_{L, \sigma}(u)-\lambda_{K, \sigma}(u)}{\left|\lambda_{K, \sigma}(u)\right|+\left|\lambda_{L, \sigma}(u)\right|+2 \epsilon}
$$

for which it holds that

$$
\begin{equation*}
\left|R_{K, \sigma}(u)\right| \leq \epsilon \tag{31}
\end{equation*}
$$

Example 3 (The SUSHI flux approximation). As a second example of flux $F_{K, \sigma}$, we here detail the Scheme Using Stabilisation and Hybrid Interfaces (SUSHI) introduced in [13]. This approximation is built to satisfy Hypotheses 4, in particular the coercivity property (36) unconditionally holds. In that case, for each face $\sigma \in \mathscr{E}$, the approximated flux $F_{K, \sigma}$, we take

$$
\begin{equation*}
F_{K, \sigma}(u, u)=\sum_{\sigma^{\prime} \in \mathscr{E}_{K}} \alpha_{K, \sigma \sigma^{\prime}}\left(I_{\sigma^{\prime}} u-u_{K}\right), \tag{32}
\end{equation*}
$$

where $I \in \mathscr{L}\left(Q_{\mathscr{D}} ; \mathbb{P}^{0}(\mathscr{E})\right)$ is a trace reconstruction operator. The coefficients $\alpha_{K, \sigma \sigma^{\prime}}$ are given by

$$
\begin{equation*}
\alpha_{K, \sigma \sigma^{\prime}}=\sum_{\sigma^{\prime \prime} \in \mathscr{E}_{K}} \mathbf{y}^{\sigma^{\prime \prime} \sigma} \cdot \bar{\Lambda}_{K, \sigma^{\prime \prime}} \mathbf{y}^{\sigma^{\prime \prime}} \sigma^{\prime}, \quad \text { and } \quad \bar{\Lambda}_{K, \sigma^{\prime \prime}}=\int_{D_{K, \sigma^{\prime \prime}}} \bar{\Lambda}(x) d x \tag{33}
\end{equation*}
$$

where $D_{K, \sigma^{\prime \prime}}$ is the cone with vertex $\mathbf{x}_{K}$ and basis $\sigma^{\prime \prime}$ and

$$
\mathbf{y}^{\sigma \sigma^{\prime}}=\left\{\begin{array}{l}
\frac{\mathrm{m}_{\sigma}}{\mathrm{m}_{K}} \boldsymbol{n}_{K, \sigma}+\frac{\sqrt{d}}{d_{K, \sigma}}\left(1-\frac{\mathrm{m}_{\sigma}}{\mathrm{m}_{K}} \boldsymbol{n}_{K, \sigma} \cdot\left(\mathbf{x}_{\sigma}-\mathbf{x}_{K}\right)\right) \boldsymbol{n}_{K, \sigma} \text { if } \sigma=\sigma^{\prime}  \tag{34}\\
\frac{\mathrm{m}_{\sigma^{\prime}}}{\mathrm{m}_{K}} \boldsymbol{n}_{K, \sigma^{\prime}}-\frac{\sqrt{d}}{d_{K, \sigma} \mathrm{~m}_{K}} \mathrm{~m}_{\sigma^{\prime}} \boldsymbol{n}_{K, \sigma^{\prime}} \cdot\left(\mathbf{x}_{\sigma}-\mathbf{x}_{K}\right) \boldsymbol{n}_{K, \sigma} \text { otherwise, }
\end{array}\right.
$$

where, for any $\sigma \in \mathscr{E}, \mathbf{x}_{\sigma}$ is the barycenter of $\sigma$. The trace reconstruction operator $I_{\sigma}$ is s.t.,

- for each face $\sigma \in \mathscr{E}_{\mathrm{int}}$, with $\mathscr{T}_{\sigma}=\{K, L\}, I_{\sigma} u$ ensures the conservation of the fluxes, i.e.

$$
\begin{equation*}
F_{K, \sigma}(u, u)+F_{L, \sigma}(u, u)=0, \tag{35}
\end{equation*}
$$

- for each face $\sigma \in \mathscr{E}_{\text {ext }}$,
- if $\sigma \subset \Gamma_{D_{p}}$ then $I_{\sigma} u=0$,
- if $\sigma \subset \Gamma_{N_{p}}$ then $I_{\sigma} u=u_{\sigma}$, where $u_{\sigma}$ is a face unknown added to ensure the Neumann boundary condition.


## 4. Numerical analysis of the coupled scheme

The aim of this section is to prove the existence of discrete solutions to the coupled discrete system (15)-(21) and to establish an a priori error estimate. These results are shown with the following assumptions.

Hypotheses 4. Let $\mathscr{D}$ an admissible discretization in the sense of Definition 1,

- for any $p \in Q_{\mathscr{D}}, K \in \mathscr{T}, \sigma \in \mathscr{E}, p \mapsto F_{K, \sigma}(p, \cdot)$ is a linear form;
- for any $\sigma \in \mathscr{E}_{\mathrm{int}}, \mathscr{T}_{\sigma}=\{K, L\}, F_{K, \sigma}(p, q)+F_{L, \sigma}(p, q)=0$ for all $p, q \in Q_{\mathscr{D}} \times Q_{\mathscr{D}}$;
- for all $\varphi \in C_{c}^{\infty}(\Omega), K \in \mathscr{T}$ and $\sigma \in \mathscr{E}, \sigma \subset \partial K$,

$$
\max _{q \in Q_{\mathscr{D}}}\left|F_{K, \sigma}\left(q, \varphi_{\mathscr{D}}\right)-\frac{\mathrm{m}_{\sigma}}{\mathrm{m}_{K}} \int_{K} \bar{\Lambda} \nabla \varphi \cdot \boldsymbol{n}_{K, \sigma}\right| \leq C \mathrm{~m}_{\sigma} h_{\mathscr{D}}
$$

where $\varphi_{\mathscr{D}} \in Q_{\mathscr{D}}$ is defined, for all $K \in \mathscr{T}$, s.t. $\varphi_{\mathscr{D}}(\boldsymbol{x}):=\frac{1}{\mathrm{~m}_{K}} \int_{K} \varphi(\boldsymbol{y}) d \boldsymbol{y}$;

- there exists a real number $C_{\mathscr{D}}>0$ depending on $\varrho_{2}, \varrho_{3}, \varrho_{4}$ s.t. for all $p, q \in Q_{\mathscr{D}} \times Q_{\mathscr{D}}$,

$$
\begin{equation*}
-\sum_{K \in \mathscr{T}} \sum_{\sigma \in \mathscr{E}_{K}} F_{K, \sigma}(p, q) q_{K} \geq C_{\mathscr{D}}\|q\|_{\mathscr{D}}^{2} \tag{36}
\end{equation*}
$$

Remark 5. The coercivity property (36) cannot be easily proved for non-linear fluxes. As mentioned before, it holds for the SUSHI scheme but also for the linear two-point flux approximation that results from (25)-(30) when used on admissible meshes in the sense of [14, Definition 11.1] with a harmonic average of both cell values for the trace reconstruction. In Section 5, the value of $C_{\mathscr{D}}$ has been evaluated for different sequences of grids.

In order to prove the existence of solutions in Proposition 7, we first state and prove the following a priori estimate.

Proposition 6 (A priori estimate). Let $\mathscr{D}$ be an admissible discretization of $\Omega$ in the sense of Definition 1. Under Hypotheses 4 and for the sequence of solutions $\left(\boldsymbol{u}_{\mathscr{D}}^{n}, p_{\mathscr{D}}^{n}\right)_{n=1, \ldots, N+1}$ to (15)-(21), there exists a constant $\widetilde{B}$ s.t.

$$
\begin{equation*}
\left\|\boldsymbol{u}_{\mathscr{D}}^{N+1}\right\|_{H^{1}(\Omega)}^{2}+\left\|p_{\mathscr{D}}^{N+1}\right\|_{L^{2}(\Omega)}^{2}+\sum_{n=1}^{N+1} \Delta t\left\|p_{\mathscr{D}}^{n}\right\|_{\mathscr{D}}^{2} \leq \widetilde{B} \exp (T) \tag{37}
\end{equation*}
$$

Proof. Taking $\boldsymbol{v}_{\mathscr{D}}=D^{n+1}\left(\boldsymbol{u}_{\mathscr{D}}\right)$ in (15), multiplying (21) by $p_{K}^{n+1}$, summing over $K \in \mathscr{T}$ and $n \in \llbracket 0, N \rrbracket$, we obtain

$$
\begin{equation*}
\sum_{n=0}^{N} \sum_{K \in \mathscr{T}}\left(T_{a, K}^{n+1}+T_{c, K}^{n+1}+T_{F, K}^{n+1}\right) \leq \sum_{n=0}^{N} \sum_{K \in \mathscr{T}}\left(T_{\boldsymbol{f}, K}^{n+1}+T_{t, K}^{n+1}+T_{s, K}^{n+1}\right) \tag{38}
\end{equation*}
$$

with

$$
\begin{aligned}
T_{a, K}^{n+1} & =a_{\mathscr{D}}^{K}\left(\boldsymbol{u}_{\mathscr{D}}^{n+1}, D^{n+1}\left(\boldsymbol{u}_{\mathscr{D}}\right)\right), \\
T_{c, K}^{n+1} & =\mathrm{m}_{K} c_{0} D^{n+1}\left(p_{K}\right) p_{K}^{n+1} \\
T_{F, K}^{n+1} & =-\Delta t \sum_{\sigma \in \partial K} F_{K, \sigma}\left(p^{n+1}, p^{n+1}\right) p_{K}^{n+1} \\
T_{\boldsymbol{f}, K}^{n+1} & =\int_{K} \boldsymbol{f}^{n+1} \cdot D^{n+1}\left(\boldsymbol{u}_{\mathscr{D}}\right), \\
T_{\boldsymbol{t}, K}^{n+1} & =\int_{\partial K \cap \Gamma_{N_{d}}} \boldsymbol{t}^{n+1} \cdot D^{n+1}\left(\boldsymbol{u}_{\mathscr{D}}\right) \\
T_{s, K}^{n+1} & =\int_{t^{n}}^{t^{n+1}} \int_{K} s p_{K}^{n+1} .
\end{aligned}
$$

A reordering of the sums in time (see the fourth tool of [3, section A.1]) yields:

$$
\begin{aligned}
& \sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{\boldsymbol{f}, K}^{n+1}=\sum_{K \in \mathscr{T}}\left(\int_{K} \boldsymbol{f}^{N+1} \cdot \boldsymbol{u}_{\mathscr{D}}^{N+1}-\int_{K} \boldsymbol{f}^{1} \cdot \boldsymbol{u}_{\mathscr{D}}^{0}-\sum_{n=1}^{N} \int_{K} D^{n+1}(\boldsymbol{f}) \cdot \boldsymbol{u}_{\mathscr{D}}^{n}\right) \\
& \sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{\boldsymbol{t}, K}^{n+1}=\sum_{K \in \mathscr{T}}\left(\int_{\partial K \cap \Gamma_{N_{d}}} \boldsymbol{t}^{N+1} \cdot \boldsymbol{u}_{\mathscr{D}}^{N+1}-\int_{\partial K \cap \Gamma_{N_{d}}} \boldsymbol{t}^{1} \cdot \boldsymbol{u}_{\mathscr{D}}^{0}-\sum_{n=1}^{N} \int_{\partial K \cap \Gamma_{N_{d}}} D^{n+1}(\boldsymbol{t}) \cdot \boldsymbol{u}_{\mathscr{D}}^{n}\right) .
\end{aligned}
$$

Several applications of Cauchy-Schwartz and Young inequalities with parameters $\left(\varepsilon_{i}\right)_{i=1 \ldots 6} \in$ $(0,1)$ thus lead to

$$
\begin{align*}
\left|\sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{\boldsymbol{f}, K}^{n+1}\right| \leq & \frac{1}{2 \varepsilon_{1}}\left\|\boldsymbol{f}^{N+1}\right\|_{L^{2}(\Omega)}^{2}+\frac{\varepsilon_{1}}{2}\left\|\boldsymbol{u}_{\mathscr{D}}^{N+1}\right\|_{H^{1}(\Omega)}^{2}+\frac{1}{2 \varepsilon_{2}}\left\|\boldsymbol{f}^{1}\right\|_{L^{2}(\Omega)}^{2}+\frac{\varepsilon_{2}}{2}\left\|\boldsymbol{u}_{\mathscr{D}}^{0}\right\|_{H^{1}(\Omega)}^{2} \\
& +\sum_{n=1}^{N}\left(\frac{1}{2 \varepsilon_{3}} \int_{t^{n}}^{t^{n+1}}\left\|\boldsymbol{f}^{\prime}\right\|_{L^{2}(\Omega)}^{2}+\frac{\Delta t \varepsilon_{3}}{2}\left\|\boldsymbol{u}_{\mathscr{D}}^{n}\right\|_{H^{1}(\Omega)}^{2}\right)  \tag{39}\\
\left|\sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{\boldsymbol{t}, K}^{n+1}\right| \leq & \frac{1}{2 \varepsilon_{4}}\left\|\boldsymbol{t}^{N+1}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}+\frac{\varepsilon_{4}}{2}\left\|\boldsymbol{u}_{\mathscr{D}}^{N+1}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}+\frac{1}{2 \varepsilon_{5}}\left\|\boldsymbol{t}^{1}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}+\frac{\varepsilon_{5}}{2}\left\|\boldsymbol{u}_{\mathscr{D}}^{0}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2} \\
& +\sum_{n=1}^{N}\left(\frac{1}{2 \varepsilon_{6}} \int_{t^{n}}^{t^{n+1}}\left\|\boldsymbol{t}^{\prime}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}+\frac{\Delta t \varepsilon_{6}}{2}\left\|\boldsymbol{u}_{\mathscr{D}}^{n}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}\right)  \tag{40}\\
\mid & \sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{s, K}^{n+1} \mid \leq \tag{41}
\end{align*}
$$

Let us notice that, since $\Omega$ has a Lipschitz boundary, according to [9, Theorem 1.6.6], for any time step $m$, there exists a constant $C$ s.t.

$$
\begin{equation*}
\left\|\boldsymbol{u}_{\mathscr{D}}^{m}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2} \leq\left\|\boldsymbol{u}_{\mathscr{D}}^{m}\right\|_{L^{2}(\partial \Omega)}^{2} \leq C\left\|\boldsymbol{u}_{\mathscr{D}}^{m}\right\|_{L^{2}(\Omega)}\left\|\boldsymbol{u}_{\mathscr{D}}^{m}\right\|_{H^{1}(\Omega)} \leq C\left\|\boldsymbol{u}_{\mathscr{D}}^{m}\right\|_{H^{1}(\Omega)}^{2} \tag{43}
\end{equation*}
$$

Since

$$
\begin{aligned}
& 2 \int_{K} a_{\mathscr{D}}^{K}\left(\boldsymbol{u}_{\mathscr{D}}^{n+1}, D^{n+1}\left(\boldsymbol{u}_{\mathscr{D}}\right)\right) \\
&=\int_{K} a_{\mathscr{D}}^{K}\left(D^{n+1}\left(\boldsymbol{u}_{\mathscr{D}}\right), D^{n+1}\left(\boldsymbol{u}_{\mathscr{D}}\right)\right)+\int_{K} a_{\mathscr{D}}^{K}\left(\boldsymbol{u}_{\mathscr{D}}^{n+1}, \boldsymbol{u}_{\mathscr{D}}^{n+1}\right)-\int_{K} a_{\mathscr{D}}^{K}\left(\boldsymbol{u}_{\mathscr{D}}^{n}, \boldsymbol{u}_{\mathscr{D}}^{n}\right),
\end{aligned}
$$

we have

$$
\begin{equation*}
\frac{1}{2}\left(a_{\mathscr{D}}\left(\boldsymbol{u}_{\mathscr{D}}^{N+1}, \boldsymbol{u}_{\mathscr{D}}^{N+1}\right)-a_{\mathscr{D}}\left(\boldsymbol{u}_{\mathscr{D}}^{0}, \boldsymbol{u}_{\mathscr{D}}^{0}\right)\right) \leq \sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{a, K}^{n+1} \tag{44}
\end{equation*}
$$

In a similar way:

$$
\begin{equation*}
\frac{c_{0}}{2}\left(\left\|p_{\mathscr{D}}^{N+1}\right\|_{L^{2}(\Omega)}^{2}-\left\|p_{\mathscr{D}}^{0}\right\|_{L^{2}(\Omega)}^{2}\right) \leq \sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{c, K}^{n+1} \tag{45}
\end{equation*}
$$

From (36), we deduce that:

$$
\begin{equation*}
\sum_{n=0}^{N} C_{\mathscr{D}} \Delta t\left\|p_{\mathscr{D}}^{n+1}\right\|_{\mathscr{D}}^{2} \leq \sum_{n=0}^{N} \sum_{K \in \mathscr{T}} T_{F, K}^{n+1} \tag{46}
\end{equation*}
$$

Gathering inequalities (38)-(46) and reordering the terms lead to

$$
\begin{align*}
& a_{\mathscr{D}}\left(\boldsymbol{u}_{\mathscr{D}}^{N+1}, \boldsymbol{u}_{\mathscr{D}}^{N+1}\right)+c_{0}\left\|p_{\mathscr{D}}^{N+1}\right\|_{L^{2}(\Omega)}^{2}+2 \sum_{n=0}^{N} C \mathscr{D} \Delta t\left\|p_{\mathscr{D}}^{n+1}\right\|_{\mathscr{D}}^{2} \\
& \quad \leq a_{\mathscr{D}}\left(\boldsymbol{u}_{\mathscr{D}}^{0}, \boldsymbol{u}_{\mathscr{D}}^{0}\right)+c_{0}\left\|p_{\mathscr{D}}^{0}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{\varepsilon_{2}}\left\|\boldsymbol{f}^{1}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{\varepsilon_{3}}\left\|\boldsymbol{f}^{\prime}\right\|_{L^{2}(\Omega \times(0, T))}^{2}+\frac{1}{\varepsilon_{1}}\left\|\boldsymbol{f}^{N+1}\right\|_{L^{2}(\Omega)}^{2} \\
& \quad+\frac{1}{\varepsilon_{5}}\left\|\boldsymbol{t}^{1}\right\|_{L^{2}\left(\Gamma_{\left.N_{d}\right)}\right.}^{2}+\frac{1}{\varepsilon_{6}}\left\|\boldsymbol{t}^{\prime}\right\|_{L^{2}\left(\Gamma_{N_{d} \times(0, T)}^{2}\right.}^{2}+\frac{1}{\varepsilon_{4}}\left\|\boldsymbol{t}^{N+1}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2} \\
& \quad+\left(\varepsilon_{2}+\varepsilon_{5} C\right)\left\|\boldsymbol{u}_{\mathscr{D}}^{0}\right\|_{H^{1}(\Omega)}^{2}+\left(\varepsilon_{1}+\varepsilon_{4} C\right)\left\|\boldsymbol{u}_{\mathscr{D}}^{N+1}\right\|_{H^{1}(\Omega)}^{2}+\left(\varepsilon_{3}+\varepsilon_{6} C\right) \sum_{n=1}^{N} \Delta t\left\|\boldsymbol{u}_{\mathscr{D}}^{n}\right\|_{H^{1}(\Omega)}^{2}  \tag{47}\\
& \quad+\frac{1}{\varepsilon_{7}}\|s\|_{L^{2}(\Omega \times(0, T))}^{2}+\varepsilon_{7} \sum_{n=0}^{N} \Delta t\left\|p_{\mathscr{D}}^{n+1}\right\|_{L^{2}(\Omega)}^{2}
\end{align*}
$$

Let us notice that, thanks to (11), (12), (18), for all $\boldsymbol{v}_{\mathscr{D}} \in V_{\mathscr{D}}$

$$
\begin{equation*}
\alpha_{a} \alpha_{\star}\left\|\boldsymbol{v}_{\mathscr{D}}\right\|_{H^{1}(\Omega)}^{2} \leq a_{\mathscr{D}}\left(\boldsymbol{v}_{\mathscr{D}}, \boldsymbol{v}_{\mathscr{D}}\right) \leq \beta_{a} \alpha^{\star}\left\|\boldsymbol{v}_{\mathscr{D}}\right\|_{H^{1}(\Omega)}^{2} \tag{48}
\end{equation*}
$$

On the other hand, using Lemma 9 given in appendix, we have

$$
\begin{equation*}
\left\|p_{\mathscr{D}}^{n+1}\right\|_{L^{2}(\Omega)} \leq \widetilde{C}_{\mathscr{D}}\left\|p_{\mathscr{D}}^{n+1}\right\|_{\mathscr{D}} \tag{49}
\end{equation*}
$$

Thus, setting

$$
\begin{aligned}
B=\left(\beta_{a} \alpha^{\star}+\varepsilon_{2}+\right. & \left.\varepsilon_{5} C\right)\left\|\boldsymbol{u}_{\mathscr{D}}^{0}\right\|_{H^{1}(\Omega)}^{2}+c_{0}\left\|p_{\mathscr{D}}^{0}\right\|_{L^{2}(\Omega)}^{2} \\
& +\frac{1}{\varepsilon_{2}}\left\|\boldsymbol{f}^{1}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{\varepsilon_{3}}\left\|\boldsymbol{f}^{\prime}\right\|_{L^{2}(\Omega \times(0, T))}^{2}+\frac{1}{\varepsilon_{1}}\left\|\boldsymbol{f}^{N+1}\right\|_{L^{2}(\Omega)}^{2} \\
& +\frac{1}{\varepsilon_{5}}\left\|\boldsymbol{t}^{1}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}+\frac{1}{\varepsilon_{6}}\left\|\boldsymbol{t}^{\prime}\right\|_{L^{2}\left(\Gamma_{N_{d} \times(0, T)}\right.}^{2}+\frac{1}{\varepsilon_{4}}\left\|\boldsymbol{t}^{N+1}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}+\frac{1}{\varepsilon_{7}}\|s\|_{L^{2}(\Omega \times(0, T))}^{2}
\end{aligned}
$$

we deduce from (47)-(49)

$$
\begin{align*}
\left(\alpha_{a} \alpha_{\star}-\left(\varepsilon_{1}+\varepsilon_{4} C\right)\right) \| & \boldsymbol{u}_{\mathscr{D}}^{N+1}\left\|_{H^{1}(\Omega)}^{2}+c_{0}\right\| p_{\mathscr{D}}^{N+1} \|_{L^{2}(\Omega)}^{2} \\
& +\left(2 C_{\mathscr{D}}-\varepsilon_{7} \widetilde{C}_{\mathscr{D}}\right) \sum_{n=0}^{N} \Delta t\left\|p_{\mathscr{D}}^{n+1}\right\|_{\mathscr{D}}^{2} \leq\left(\varepsilon_{3}+\varepsilon_{6} C\right) \sum_{n=0}^{N} \Delta t\left\|\boldsymbol{u}_{\mathscr{D}}^{n}\right\|_{H^{1}(\Omega)}^{2}+B \tag{50}
\end{align*}
$$

Note that B depends on $\left\|\boldsymbol{u}_{\mathscr{D}}^{0}\right\|_{H^{1}(\Omega)}^{2}$. In fact, starting from (15) with $\boldsymbol{v}_{\mathscr{D}}^{0}=\boldsymbol{u}_{\mathscr{D}}^{0}$ and using CauchySchwartz and Young inequalities in the same way as before, we can also establish that there exists a constant $C_{\mathscr{D}}^{0}$ which only depends on $\alpha, \alpha_{a}$ and $\alpha_{\star}$ such that:

$$
\left\|\boldsymbol{u}_{\mathscr{D}}^{0}\right\|_{H^{1}(\Omega)}^{2} \leq C_{\mathscr{D}}^{0}\left(\left\|p_{\mathscr{D}}^{0}\right\|_{L^{2}(\Omega)}^{2}+\left\|\boldsymbol{f}^{0}\right\|_{L^{2}(\Omega)}^{2}+\left\|\boldsymbol{t}^{0}\right\|_{L^{2}\left(\Gamma_{N_{d}}\right)}^{2}\right)
$$

In (50), by choosing $\varepsilon_{1}$ and $\varepsilon_{4}$ s.t. $\left(\varepsilon_{1}+\varepsilon_{4} C\right)<\frac{\alpha_{a} \alpha_{\star}}{2}, \varepsilon_{7}=\frac{C_{\mathscr{D}}}{\widetilde{C}_{\mathscr{D}}}, \varepsilon_{3}$ and $\varepsilon_{6}$ s.t. $\varepsilon_{3}+\varepsilon_{6} C=\alpha_{r}=$ $\min \left(\frac{\alpha_{a} \alpha_{\star}}{2}, c_{0}, C \mathscr{D}\right)$, setting $\widetilde{B}=\frac{B}{\alpha_{r}}$, we deduce from (50) that

$$
\left\|\boldsymbol{u}_{\mathscr{D}}^{N+1}\right\|_{H^{1}(\Omega)}^{2}+\left\|p_{\mathscr{D}}^{N+1}\right\|_{L^{2}(\Omega)}^{2}+\sum_{n=1}^{N+1} \Delta t\left\|p_{\mathscr{D}}^{n}\right\|_{\mathscr{D}}^{2} \leq \sum_{n=0}^{N} \Delta t\left(\left\|\boldsymbol{u}_{\mathscr{D}}^{n}\right\|_{H^{1}(\Omega)}^{2}+\left\|p_{\mathscr{D}}^{n}\right\|_{L^{2}(\Omega)}^{2}\right)+\widetilde{B}
$$

This now allows us to apply the Lemma 4 given in [3] which is a discrete version of Grönwall's lemma by setting $a_{n}=\left\|\boldsymbol{u}_{\mathscr{D}}^{n}\right\|_{H^{1}(\Omega)}^{2}+\left\|p_{\mathscr{D}}^{n}\right\|_{L^{2}(\Omega)}^{2}$ and $b_{n}=\sum_{m=1}^{n} \Delta t\left\|p_{\mathscr{D}}^{m}\right\|_{\mathscr{D}}^{2}, \lambda=\Delta t$, and $C=\widetilde{B}$, which yields (37).

Proposition 7 (Existence of discrete solutions). Under assumptions of Proposition 6, scheme (15)-(21) admits at each time $t^{n_{0}}, n_{0} \in\{0 \ldots N+1\}$, a discrete solution ( $u_{\mathscr{D}}^{n_{0}}, p_{\mathscr{D}}^{n_{0}}$ ).
Proof. The proof of (37) remains valid by replacing $N+1$ with $n_{0}$. We thus have

$$
\left\|\boldsymbol{u}_{\mathscr{D}}^{n_{0}}\right\|_{H^{1}(\Omega)}^{2}+\left\|p_{\mathscr{D}}^{n_{0}}\right\|_{L^{2}(\Omega)}^{2} \leq C
$$

The fact that these solutions remain bounded allows us to use Brouwer's topological degree and to conclude to their existence.

We conclude this section with the theorem below which states an a priori error estimate with a convergence order equal to one in space and time for the proposed scheme.

Theorem 8 (Convergence and a priori error estimate). Under hypotheses of Proposition 6, assuming the exact solution $(\boldsymbol{u}, p)$ to be sufficiently smooth and for $\Delta t \leq \frac{c_{0}}{2}$, we have

$$
\begin{equation*}
\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathscr{D}}\right\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|p-p_{\mathscr{D}}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|p-p_{\mathscr{D}}\right\|_{L^{2}\left(0, T ; Q_{\mathscr{D}}\right)}^{2}\right)^{\frac{1}{2}} \leq C\left(\Delta t+h_{\mathscr{T}}\right) \tag{51}
\end{equation*}
$$

where $C>0$ is a positive constant depending on the physical parameters of the problem, $\left(\rho_{i}\right)_{i=1 \ldots .} 4$ and the time derivatives of the true solution $\partial_{t t} u$ and $\partial_{t t} p$.

Proof. Replacing [3, Eq. 31] where the Two Point Flux approximation was used for the fluxes $F_{K, \sigma}$, by inequality (36), allows us to apply the same arguments as in [3, Proposition 3 and Theorem 5] and to conclude to (51).

(c) mesh4_1_1

Figure 1. Grids of the FVCA5 benchmark used for the numerical convergence study

## 5. Numerical results

We here illustrate the numerical convergence of the scheme using the academic test case used in [3, Section 5.1]. The domain $\Omega$ is the unit square and $T=1$. This medium is assumed to be homogeneous with respect to elastic and flow properties. Here the Young modulus $E=2.5$, the poisson ratio $v=0.25$ and the mobility matrix $\bar{\Lambda}$ is the identity matrix, $\alpha=1$ and $c_{0}=0.5$. The displacements and pressures are given by the following analytical functions:

$$
\begin{align*}
& \boldsymbol{u}(\boldsymbol{x}, t)=10^{-2} e^{-t}\binom{x^{2} y}{-x y^{2}},  \tag{52}\\
& p(\boldsymbol{x}, t)=e^{-t} \sin \left(\frac{x}{\sqrt{2}}\right) \sin \left(\frac{y}{\sqrt{2}}\right) . \tag{53}
\end{align*}
$$

In this example $\Gamma_{D_{d}}=\Gamma_{D_{p}}=\partial \Omega$. $\boldsymbol{f}$ and $s$ are chosen in order to make (52)-(53) solutions of (1)-(2) for $t>0$ and of (1)-(4) for $t=0$. Here, unlike [3] which used a sequence of Voronoï meshes which yield consistent TPFA flux approximations, we consider the grids mesh1, mesh3 et mesh4_1 of the FVCA5 benchmark [6] which are represented on Figures la-lc at their coarsest resolution. These last two sets of grids, in particular, are of practical interest since such grids may be used when one either refines the mesh around the source term or wants to have piecewise-constant material properties following the geometry of the geological heterogeneities for porous media flows. The time steps $\Delta t=0.2,0.1,0.02,0.01$ have been used for each grid of the data set. For this experiment, the non-linear two-point flux approximation (27) has been used for the interior
fluxes and the linear flux (24) for the outer ones. The operator $\gamma$ defined in (20) was used as discrete trace operator $I$. The approximation error

$$
E_{A}=\left(\left\|\boldsymbol{u}-\boldsymbol{u}_{\mathscr{D}}\right\|_{L^{\infty}\left(0, T ; H^{1}(\Omega)\right)}^{2}+\left\|p-p_{\mathscr{O}}\right\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}^{2}+\left\|p-p_{\mathscr{D}}\right\|_{L^{2}\left(0, T ; Q_{\mathscr{O}}\right)}^{2}\right)^{\frac{1}{2}},
$$

defined in the left hand side of inequality (51), has been used to verify the convergence of the proposed scheme in space. Figures 2 show the error evolution with respect to $h$ for the three cases. As expected a slope of one is obtained for all of them and for sufficiently small values of the time steps. Figure 3 displays the time convergence for the third case. We observe that reducing the time step does not improve the accuracy when $h$ is too large but a convergence order of one can be retrieved at smaller space resolutions.
Although inequality (36) was assumed to be satisfied for the numerical analysis of the scheme, we have numerically checked that it holds. With that purpose, we have evaluated the following ratio

$$
\begin{equation*}
c_{\mathscr{D}}(p)=\inf _{t \in(0, T)}\left(\frac{-\sum_{K \in \mathscr{T}} \sum_{\sigma \in \mathscr{E}_{K}} F_{K, \sigma}(p, p) p_{K}}{\|p\|_{\mathscr{D}}^{2}}\right) \tag{54}
\end{equation*}
$$

for each tested grid and with $\Delta t=0.01$. Results are shown in Figures 4.


Figure 2. Space convergences


Figure 3. Time convergences for the mesh 3 cases


Figure 4. Values of (54) observed for the three cases

## Appendix A.

Lemma 9 (A discrete Poincaré inequality). Let $\mathscr{D}$ be an admissible discretization of $\Omega$ in the sense of Definition 1 and $u \in Q_{\mathscr{D}}$. Then there exists a real number $\widetilde{C}_{\mathscr{D}}>0$ depending only on $\Omega$ and $\varrho_{5}$ such that

$$
\begin{equation*}
\left\|u_{\mathscr{D}}\right\|_{L^{2}(\Omega)} \leq \widetilde{C}_{\mathscr{D}}\left\|u_{\mathscr{D}}\right\|_{\mathscr{D}} . \tag{55}
\end{equation*}
$$

Proof. The proof of (55) is in fact a consequence of results established in [13]. Indeed, let us first notice that (see [13, equations (4.5)-(4.6)])

$$
\begin{equation*}
\left\|u_{\mathscr{D}}\right\|_{1,2, \mathscr{D}}^{2}=\sum_{K \in \mathscr{T}} \sum_{\sigma \in \mathscr{E}_{K}} \mathrm{~m}_{\sigma} d_{K, \sigma}\left(\frac{D_{\sigma} u}{d_{\sigma}}\right)^{2} \leq\left\|u_{\mathscr{D}}\right\|_{\mathscr{D}}^{2} \tag{56}
\end{equation*}
$$

with $d_{\sigma}=d_{K, \sigma}+d_{L, \sigma}, D_{\sigma} u=u_{K}-u_{L}$. From [13, Lemma 5.4], we deduce that there exists $C_{A}$ which only depends on $\Omega$ and $\varrho_{5}$ such that

$$
\left\|u_{\mathscr{D}}\right\|_{L^{4}(\Omega)} \leq C_{A}\left\|u_{\mathscr{D}}\right\|_{1,2, \mathscr{D}}
$$

for $d=1$ or $d=2$ and

$$
\left\|u_{\mathscr{D}}\right\|_{L^{6}(\Omega)} \leq C_{A}\left\|u_{\mathscr{D}}\right\|_{1,2, \mathscr{D}}
$$

for $d=3$. On the other hand, Hölder inequality, for an integer value $q=2 q^{\prime} \geq 2$, leads to

$$
\left\|u_{\mathscr{D}}\right\|_{L^{2}(\Omega)} \leq\left.\left\|u_{\mathscr{D}}\right\|_{L^{q}(\Omega)}\right|^{\frac{q^{\prime}-1}{2 q^{\prime}}}
$$

where $|\Omega|$ denotes the measure of $\Omega$, which concludes the proof.
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