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Abstract. We present a finite-volume based numerical scheme for a nonlocal Cahn-Hilliard equation which
combines ideas from recent numerical schemes for gradient flow equations and nonlocal Cahn-Hilliard
equations. The equation of interest is a special case of a previously derived and studied system of equations
which describes phase separation in ternary mixtures. We prove the scheme is both energy stable and
respects the analytical bounds of the solution. Furthermore, we present numerical demonstrations of the
theoretical results using both the Flory-Huggins (FH) and Ginzburg-Landau (GL) free-energy potentials.

Résumé. Nous présentons un schéma numeérique basé sur les volumes finis pour une équation de Cahn—
Hilliard non locale qui combine des idées de schémas numériques récents pour les équations de flot de
gradient et les équations de Cahn-Hilliard non locales. L'équation en question est un cas particulier d'un
systeme d’équations précédemment dérivé et étudié qui décrit la séparation des phases dans les mélanges
ternaires. Nous prouvons que le schéma est a la fois stable sur le plan énergétique et qu'il respecte les
limites analytiques de la solution. En outre, nous présentons des démonstrations numériques des résultats
théoriques en utilisant les potentiels d’énergie libre de Flory-Huggins (FH) et de Ginzburg-Landau (GL).
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1. Introduction

Pattern and morphology formation are an important aspect of many areas of materials science
especially, for example, in the construction of organic solar cells [1] and thin rubber bands [2].
For these particular applications, the type of morphology produced greatly influences crucial
properties of the studied materials, e.g., the efficiency of the solar cells or the mechanical
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behavior of the rubber bands. These processes are often governed at the continuum level by
a complex set of equations which usually involve an Allen-Cahn-type or Cahn-Hilliard-type
equation tracking the time and space evolution of a phase indicator; see, for instance, [3] as well
as [4-6]. In this work we are interested in developing suitable numerical schemes approximating
solutions to model equations that have the potential to govern morphology formation. In the
applications above, the mixture considered is usually a blend of multiple solutes and some type
(possibly multiple types) of solvent. As a particular example, we consider the following system:

at(m) -v. (M(m,(P)V ) (1)

¢ 6(m, )
where M represents a degenerate mobility given by,
i S —m?
M(m,¢):=p(1-¢) P+ =g m]’ )
m. ¢

and & is the free energy functional given by,

g(mxl)):f g(m,¢>)dx+1ff](x—x')[m(x)—m(x’)]zdx’dx,
Q 2 JaJa
with
g(m, )
1 1
=p—m*+p [5(¢>+m)log(¢>+ m)+§(¢—m)10g(¢—m)+(1—(,b)log(1—¢>)—(/)log(2) .

where the unknown m : Q — [—1, 1] represents the magnetization (or spin), while ¢: Q@ — [0, 1]
represents the volume concentration density of solute.

Equation (1) was derived in [7] as the rigorous hydrodynamic limit of the Kawasaki dynamics
with inverse temperature 8 > 0 for the Blume—Capel model with magnetic field #; and chemical
potential h,, whose Hamiltonian in a finite square V c 7%is

Hy(0) = % Y - [o@w -0 =Y mow - Y ho?(x), 3)
x#x' eV xeV xeV
where ¢ : 74 — {-1,0,+1} is the spin variable and J : RY — R is a Kac potential function with
range of interaction y~! such that
Jy () =y*Jyr) 4)
for all r € R% and a symmetric, compactly supported kernel J € c? (R%) with the property
JraJ(Ndr =1.

We refer the readers to [7] as well as the recent works [5, 6] for more information on the precise
physical meaning of the variables at play and their relationship to those found in the Hamilton-
ian (3). This system has the potential to model morphology formation in the construction of or-
ganic solar cells and thin adhesive bands [5, 6]; however, the numerical schemes used in previous
works are finite-volume (FV) schemes based solely on the PDE formulation of the equation:

0m=V-[Vm-28(d-m*)(V]*m)] in (0, T) x Q

0:p=V-[Vp-2m(1L-)(V]+*m)] in(0,T)xQ
While the use and study of FV schemes has many benefits such as conservation of mass, for this
particular problem such schemes come with a few technical difficulties. For example, due to the
sharp changes at the interface between phases, FV schemes require special techniques such as
flux-limiter methods in order to preserve physically meaningful bounds (see, e.g., Figure 1 for an
illustration on the importance of flux-limiter methods). Additionally, as these numerical methods
were based on the strong formulation (5), the energy functional is only implicitly present in the
scheme and it is unclear if the free energy is dissipated by the numerical scheme. To this end, we

(5)
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aim to develop a numerical scheme which both preserves the analytical bounds of the solutions
while also explicitly making use of the energy structure of the equation.

Maximum value (Finite Volume)

1.2 A W

1.0

0.8 1

0.6 1

0.4 1

0.2 1

0.0

Time

Figure 1. Maximum value of |m| over time when solving (5) with a finite-volume method
without using flux limiters. Notice here that the analytical bound |m| < 1 is not maintained.

In this manuscript, we take a first step in this direction by considering a special case of
model (1), namely, the two phase scenario given when ¢ = 1. In this case, system (1) reduces
down to a single equation of the form,

68(p)
M(p)V( 5p )] (6)
Here, to differentiate between settings, we use the variable p instead of m to represent the phase
density. Heuristically, one could relate the mobilities of (6) and (1) by M(p) = M(p, 1) and the free
energies by &(p) = Z(p, 1).

While equation (1) is relatively novel, equation (6) has been studied before in the literature.
In [8] this equation is rigorously derived using similar techniques and set up which lead to (1)
and in [9] the sharp interface limit is explored. There are also a plethora of numerical schemes
for such equations as well, and the numerical scheme discussed in this paper, while novel to our
knowledge, is a combination of the various aspects of these numerical methods. We start first
with the numerical methods studied in [10-12]. Here, the authors approximate solutions to (6)
using a system of two discrete nonlinear equations, one describing the evolution of the phases
and the other the evolution of the chemical potential, %. By employing a convex splitting time
discretization originally suggested in [13], the authors of the aforementioned works are able to
show strict dissipation of the discrete free energy or of a modified version of the free energy.
While these schemes have seen great success, the addition of equations can be computationally
taxing when considering systems of Cahn-Hilliard equations. Moreover, the performance of
such schemes appear to be heavily dependent on the choice of nonlinear solver used. On the
other hand, it is possible to view equation (6) from the perspective of one familiar with the field
of conservation laws. Such a philosophy is explored in many works including [14-17]. These
works are where we draw much of our inspiration and where we are closely related. In [14, 16],
finite-volume based numerical schemes are developed for equations of similar structure to (6)

thzv-
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with nonlocal interactions in the free energy term, but with mobility M(p) = p (or the constant
mobility case) commonly seen in aggregation equations [18]. Meanwhile, the recent work [15]
employs similar ideas to the degenerate mobility case, but with only local terms in the free energy
functional. To our knowledge, no one has yet applied these numerical techniques to equation (6)
with both nonlocal free energy and degenerate mobility.

The paper is organized as follows: in Section 2, we discuss the assumptions used in throughout
the manuscript; in Section 3, we introduce the numerical scheme and prove the main qualitative
properties of the scheme; in Section 4, we implement the numerical scheme and demonstrate
the analytical results; finally in Section 5, we summarize the results and anticipate the difficulties
in applying the numerical method to (1).

2. Model and assumptions

We are interested in developing suitable numerical schemes approximating solutions to model
equations of the following form:
6€(p))
0;p=V-|M(E)V|——
tp [ (0 ( 5p
where p : Q — [-1,1] represents the density of two distinct phases, M(p) := (1 + p)(1 — p)
represents the degenerate mobility of the phases, and & is the free energy of the system with
the form

) Q]

1
E(p) = fo(p(x)) dx+ 5foQ](x— ) [p(x) - p(x)]* dxdy’. 8
with the Flory—-Huggins free energy:
1-
fey =10~ p)log(—2 ‘0) +Q +p)log(—2

For generality, we assume that the energy landscape of the reference system f is continuous
and that there exists convex functions f, and f, such that f = f. — f.. This convex splitting
will be utilized the time discretization in a similar way to [11, 13, 15]. This assumption fits to
many well studied reference systems including the Flory-Huggins logarithmic potential (9) and
the Ginzburg-Landau double-well potential:

+(1-p?). 9)

1+p)

1, o pi+l p?
f(p)—Z(p -1) == 2
We remark that while the Ginzburg-Landau potential does not in general preserve the bound
Ipl = 1; however, in the case of degenerate mobility one can analytically show the bound holds
(see for instance [19]).

From the motivating set of equations (1), we have that J satisfies the following assumptions:

(10

(J1) J € C*(RY) is a nonnegative function compactly supported on the unit ball;

(J2) fpaJ()dx=1;

(J3) J(x)=J(x]), i.e., J is radially symmetric.
We remark, however, that the analysis to follow does not require such smoothness on J. Indeed,
the results below hold even in the case of J € W1 (R%). Additionally, using the positive negative
splitting studied in [12], one could relax the nonnegativity assumption as well. Nevertheless,
under these assumptions, one can show that

E(p) :f f(p(x))dx+f p%(x) dx—f f J(x—x")p(x)dx'p(x)dx, a1
Q Q aJa
and so, the chemical potential w is given by
08

w;:ng’(p)+2p—2]*p. (12)
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3. Numerical Scheme

Throughout this section, we assume that equation (6) is posed on a 2 dimensional square, Q c R?,
equipped with periodic boundary conditions. This is done purely for notational convenience and
the extension to higher dimensions and no flux boundary conditions is straight forward (see, e.g.,
[15] for a similar scenario).

3.1. Discretization

For lucidity, we assume that the square Q is discretized by a uniform spacial mesh size, i >
0. We remark that a uniform spacial mesh size is not necessary, and the adjustments to the
scheme can be easily implemented. We denote the uniformly spaced nodes of the mesh by
the pair (x;, y;) and we denote the mesh cells by A; ; := [x; — %h,xi + %h) x[yj— %h,yj + %h) for
i,j=0,1,2,..., N—1. To account for the periodic boundary conditions, we periodically extend
functions defined on the nodes, i.e., f(x;,y;) = f(xixn, y;) = f(x;, yj=n). We approximate given
initial data, p, in the standard way

1
0
D= — (x,y)dxdy.
pz,] |Ai,j|‘£\i,j Po Y Y

We denote the discrete inner product by (-, -);, and the discrete 22 norm by | - Il ;2. For example,

N-1 2
1600 = 60" =1 2 (o)
]

3.2. Circular Convolution

For simplicity, we approximate the circular convolution in both schemes with the operation *
defined as
N-1
[]*p]i'c,j = h’ Z ]":mp;c—n,j—m’ (13)
n,m=0
where p has been periodically extended to make sense of unusual indices. We point out that other
approximations are valid such as the edge-valued version of (13) used in [11, 12] as well as the fast
Fourier transform methods similar to [20]. The main properties of the approximation needed in
our analysis are
(Ux L), =(T*yl,¢), (14)

and )
€
KU *¢lLy),| < *1] 5||¢||§2+§||wu§2 : (15)

whenever ¢ and y are periodic and J is nonnegative and radially symmetric. Therefore, any
approximation of the convolution with these properties can be used. A proof of these inequalities
for (13) is similar to the proof found in [10, Section 3.3] and is therefore omitted.

3.3. Bound Preserving Scheme

Inspired by the works [15, 17], we consider a conservation law type scheme on equation (6). We
adapt similar notation to that of [15] for convenience to the reader. Keeping the same space and
time discretization as before, we prescribe the scheme
k+1 k
Pij ~Pij 1

k+1 k+1 k+1 k+1 _
ar Tl Fmeg it ae  Fijoe) =0 (16)



244 Rainey Lyons, Adrian Muntean and Grigor Nika

where the numerical flux F is given by

sz++11/2] = M(Pf}rl’Pﬁf]) ”f‘c:ll/z,jr +M(Pﬁ11,»9ic}rl) uf:lllz,j]7
and
szﬁllz = M(Pﬁlu‘)fﬂl) uf,;il/zr (Pf;}rppf}rl) f'c,ﬁl/z )
where the discrete mobility is calculated with the function
Mx,y) =B +x1"[1-y1", a7
and the velocity ”ﬁf/z == (wfjll - wk”) with

k+1 _fc(picyl) fe(p1])+2pk+1 []*p]f,]

One of the novelties of the work [15] is the handling of the degenerate mobility (17). As we
will show later, this splitting is the main reason the analytical bound |p| < 1 is preserved by the
numerical scheme.

An interesting open question is the unique solvability of the scheme (16). While the existence
of a solution, pfjl, follows from Brouwer fixed-point arguments (in combination with Theorem 1
below), it is not clear how one can adjust variational arguments like those found in [21, Theo-
rem 3.4] to handle implicit treatment of the mobility and arrive at the existence of a unique solu-
tion.

3.4. Main results

In this section, we provide proofs of the conservation of mass, boundedness, and energy stability
properties of the scheme (16). The proof of the following theorem is essentially the same as that
found in [15, Section 2.1] with slight adjustments to account for periodic boundary conditions.

Theorem 1. For any At, h > 0, scheme (16) has the following properties:
(1) Conservation of mass: }_; ; pf}rl =% pfj ;
(2) Boundedness of the phase-field: |Pf]~| <1foralli,j= |pf}71| <1 foralli,j.
Proof. Conservation of mass: Summing the scheme (16) over i, j =0, ..., N —1 and abusing the

telescopic sum, we have from periodicity
k+1 k

Zl Pij ~Pij I\il 1 pk+l - pkel pk+l_ pkel ]
_ = +
i+1/2 i-1/2 i,j+1/2 i,j—1/2
ij=0 At i=oh g R T
N,
— _l Fk+1 Fk+1 _ - Fk+1 Fk+1
T« N-1/2,j 1/2,j i,N-1/2 1/2
j=0
=0.
Boundedness: Say for some n,me {0,1, .. — 1} there is a point karl > 1. Then
pk+1 p
n,m nm _ k+1 k+1 k+1 k+1
0<h—At =—FanmtFaliom = Fomevz T Fom-112
+
_ k+1 _k+1 k+1 k+1 k+1 k+1
- (pn m’ pn+1 m) un+1/2 m (pn+1 m’ pn m) n+1/2 m
k+1 k+1 k+1 k+1 k+1 k+1
(pn lm'pnm) Uy 1/2,m (pnm’pn lm) Uy 1/2,m
k+1 _k+1 k+1 k+1 k+1
(pnm’pnmﬂ) unm+1/2 (pnm+1'pnm) unm+1/2]
k+1 k+1 k+1 k+1 k+1 k+1
(pnm l'pnm) unm 1/2] (pnm’pnm 1) unm 1/2]
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Recalling the mobility M (x, y) = B[1+x]*[1-y]*, we see that M returns only nonnegative values.

Furthermore, since M(x, y) = 0 when y > 1, the above inequality reduces to
+

+
k+1 _k+1 k+1 k+1 _k+1 k+1
0< _M(pn mr P+l m) Upnviiz,m| — (Pn m> On, m+1) Un,m+1/2
k+1 k+1 k+1 k+1 k+1 k+1 -
(Pn m Ppn— lm) un—llz,m (pn m Pn,m— 1) un,m—llz]

However, we see that this is a contradiction. Indeed, each term in the above inequality is either
zero or negative depending on the neighboring values p%*} | pk*1 oK+l and pk*l | The

proof for pf}fl > —1 follows a similar argument. g

Remark 2. We note that in the case of the FH potential (9), the boundedness result above can be
changed to be | pk |<1foralli,j= |pk71| < 1forall i, j, due to the singularities of the logarithm.
The proof then follows the same argument with slight adjustments.

Generally in the simulation of gradient flow equations, it is desirable for the numerical scheme
to dissipate a discrete version of (8), namely,
(e

& (pk+1) 2 io £ (pk+1)_fe(pk+l)+(pk+1)2
l,]:

However, due to the complications introduced by the interaction between the choice of time
stepping and the convolution, strict free energy dissipation of scheme (16) may be out of reach.
However, by introducing the following pseudo energy:

2, (pk+1,p ) :gh( k+1) Hpk+1_pk j2+<]*

we can arrive at a stability result.

k+1

k+1
P >h (18)

pk+1 _pk] ’pk+1 _pk>h’ (19)

Lemma3. ForanyAt,h>0,
&, (pkﬂ,pk) _&, (pk’pkfl) < Hpkﬂ _pk

Proof. We begin first by showing

2

2’

<pk+1 _pk’ wk+1>h <0. (20)

Indeed, by using the structure of scheme (16) and the periodic boundary conditions, we have the
following computation:

<pk+1 _ Pk;wk+1>h

_ k+1 k+1 k+1 k+1 k+1
=—hAt (F L EEL = FEEL )

Z

i+1/2,j i— 1/2] i,j+1/2 i,j

Zi
LI

k+1 k+1 k+1 k+1 k+1 k+1

=—hAt (Fz+1/2/ E /) —hAt Z (Fz je2— 2 1/2) w;j
i j v] =0

_ k+1 k+1 k+1 k+1 _ o k+1 k+1

=—hAt 4 ( Wi i wi+1,])Fz+l/2] hAt Z ( l]+l)Fl]+l/2

l,]

0 i,j=0
2 g k+1 k+1 2 k+1 k+1
+ + + +
=-h"At Z Uiv1/2 ]Fz+1/2] h*At Z u; ]+1/2Fl j+1/2

2?‘

v]_ i,j=0
2 k+1 kel k+1 S kel k+1) [ kel |7
=-h°At Z uz+1/2][ (pz] ’pz+1]) Uit1/2,j (p1+1,]’p1] ) ui+1/2,j] ]
,] =0
2 k+1 k+1  k+1 k+1 k+1 k+1 k+1 -
—h°At Z u; ]+1/2[ (Pz] ’P”+1) ui,j+1/2 (Pl j+1Pi ) Ui j+1/2 ]

i,j=0
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N-1 2
2 : k+1 _k+1 k+1 k+1 k+1
—h"At Z min { (pl] 'pz+1]) M(pl+1]’pl] )} ui+1/2,j‘
i,j=0
20, k1 k+1 k1 K+ |, kel |2
: + + + + +
—h°At Z mln{ (pl] ’pl]+1) M(pl]+l’pl] )} l]+1/2‘ =0.

i,j=0

Now, we have by unpacking definitions,
&, (pk+1'p ) &, (pk’pk—l)

5 (o) o) - 1 55) 2oty o557 - (o5

i,j=0
A
o pk+12h+<]* [0].6%), 1
Hpk+1 _”];k_pk—l 2
02
+<]* pk+1 _pk] 'pk+1 _pk>h_<]* [pk_pk—l]’pk_pk—l>h.

Looking first at the terms making up B, we have from algebraic manipulation
-l et), [e] "),
_<]* p _pk]’pk+1_pk>h_2<]*[pk]ypk+l_pk>h'
Turning now to the terms that make up A, we have via convexity of f, — f,, and z?,
AS< k+1 —p fc( k+1)_fel(p )+2pk+1>
Applying the above results to (21), we have
ésh(pkﬂ'pk) (pk ok~ 1)
_< k1 _ ok wk+1> ”pk+1 jz _ ”pk_pk—l j2_<]* [pk_pk—l] ’pk_pk_l>h'

Finally, owing to (20) and (15) we obtain the desired result. O

k+1

k+1

B

Remark 4. Using similar arguments to the proof above, we can prove strict free energy dissipa-
tion for a semi-discrete (continuous in time) version of (16), namely, we can prove:

Theorem 5. Let the discrete free energy be given by
En(r) = W Z [ (o) + (003, ] = (I * Lot p(8),-
i,j=0
Then, for any h >0,

d
—&y (1) <0.
az n(f) <

Proof. Differentiating &, with respect to time and owing to (14), we have

d N-1
aéah(t) =h* Y [ (p(0:;)p'(0ij+200)i;p )i —2{T * [p(O)],p' (D),
0,j=0
=(p' (0, f'(p(®) +2p(1) = 2] * [p(1)]),, = (p" (1), w(£)),, <O.

Where the last inequality follows similar arguments to those which lead to (20). d
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Therefore, it may be possible to examine other choice of time discretizations in a similar
manner as [14] and arrive at strict energy dissipation. However, as the authors point out in the
aforementioned work, these choices of discretization are computationally less efficient as they
treat the convolution term implicitly.

Figure 2. Simulation of phase separation with the Flory-Huggins potential (top) and
Ginzburg-Landau potential (bottom) using scheme (16) for N = 27, B =5, and with a time
step At = 1072, Here, phases near 1 are colored blue, near -1 yellow, and near 0 red.

Free Energy Maximum value

—— 1.0
0.7

0.6 0.8 4

0.5 1

0.4 4

0.3 4

0.2 0.2 4

0149

Time Time

Figure 3. Left: Evolution of the free energy (8) over time for both the Flory-Huggins (FH)
and Ginzburg-Landau (GL) potentials. Right: Maximum value of |p| over time.

4. Simulation

In this section, we numerically demonstrate the properties proven in the previous section for
both the Flory-Huggins (FH) potential (9) and the Ginzburg-Landau (GL) potential (10). For
these simulations, we take the initial condition to be a small random perturbation of the zero
solution. This type of initial condition represents a “well-mixed” initial condition. In Figure 2,
we plot the approximated solution to equation (6) with periodic boundary conditions over time.
In Figure 3, we plot the evolution of the discrete free energy (18) and the maximum value of |p|
over time. Comparing these results to Figure 1, we see that the simulation strictly adheres to the
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analytical bounds of the equation. Finally in Figure 4, we display in a log-log plot the evolution
of the discrete free energy over time compared to functions of the form y = Ct”. We point out
that the dissipation rate appears to be bounded between the powers p = %1 and p = _Tl which is
inline with previous results [22, 23].

4x107!

3x107!

2% 1071

-1
10 —— Free Energy FH

Free Energy GL
o y=CtN(-1/3)
—-- y=Ct"(-1/4)

T T
10! 10°
Time

Figure 4. Energy dissipation rate for the Flory-Huggins (FH) and Ginzburg-Landau (GL)
potentials.

5. Conclusion

In this work, we have presented a finite volumes based numerical method heavily inspired by the
schemes used for gradient flow equations [14, 15, 17] with adjustments to handle the nonlocal
terms inspired by [10-12]. We have shown this numerical scheme unconditionally conserves
mass and preserves the analytical bounds of the solution. Additionally, since this scheme is based
on the gradient flow formulation of the equation, we can show the scheme is energy stable in a
similar way to [22].

The results presented in this work can be improved upon in many ways. First, the time
discretization presented is only of first order. While the energy dissipation strategy generally
depends on the convex splitting approach from [13], there are other numerical schemes which
make use of weighted averages between the time steps to achieve an energy stable second
order accurate time discretization (see, e.g., [12, 24]). Modifying these ideas for the scheme
presented here could result in an improvement of the time discretization accuracy. Secondly,
the convergence of this numerical method has yet to be rigorously studied. There are, however,
convergence results for a variety different numerical schemes in similar settings (see, e.g., [11,
24, 25]) whose analytical tools could be repurposed for this setting. Finally, since the scheme
presented in this work is nonlinear, there is the option to implement preconditioning techniques
similar to those presented in [26, 27].

Adapting the techniques outlined here to equation (1) comes with some interesting chal-
lenges. The main difficulty is extending the choice of mobility splitting (17) to the mobility (2).
This splitting is crucial in the proof of the bound preservation property, |p| < 1. From [5], solu-
tions to (1) uphold the bound 0 < [m| < ¢ < 1, and so, the chosen splitting technique must be
devised so that this bound is preserved. Additionally, as the reference system for (1), g, is now
dependent on two values, it is not immediately clear how the time step should be split among its
convex components in order to preserve the energy stability of the system. We aim to tackle these
problems in a future work.
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