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Abstract

We account for the brittle behavior of the winter sea ice cover in terms of the competition between creep relaxation an
crack extension at stress concentrators; identify as Coulombic shear faults sliding lineaments that lace through the c
numerically model fault development in terms of scale-independent effective friction.To cite this article: E.M. Schulson, W.D.
Hibler III, C. R. Physique 5 (2004).
 2004 Académie des sciences. Published by Elsevier SAS. All rights reserved.

Résumé

Fracture de la banquise en hiver. On propose une interprétation du comportement fragile de la banquise (en hiver) en
de compétition entre extension d’une fracture à partir de concentrateurs de contraintes, et relaxation de ces concen
contrainte par fluage. On identifie les zones de glissement intense qui s’entrelacent à la surface de la banquise comm
failles cisaillantes de Coulomb, et on modélise numériquement le développement de cesfailles en termes de friction effectiv
indépendante de l’échelle spatiale considérée.Pour citer cet article : E.M. Schulson, W.D. Hibler III, C. R. Physique 5 (2004).
 2004 Académie des sciences. Published by Elsevier SAS. All rights reserved.

Keywords: Winter sea ice cover; Creep relaxation; Crack extension; Coulombic shear faults

Mots-clés : Banquise ; Relaxation de ces concentrations de contrainte; Extension d’une fracture ; Failles cisaillantes de Coulomb

1. Introduction

The ice cover on the Arctic Ocean plays a significant role in both local and global climate. It reflects solar radiation, i
the transfer of heat from the ocean to the atmosphere and, during formation, contributes to oceanic salt flux and thus
currents. The ice thickness is a key factor in each of these processes and therein lies the interest in fracture.

The ice cover is a dynamic body, moving under the action of wind and ocean currents [1]. Gradients in velocity
internal stresses which, when large enough, generate a ubiquitous network of cracks and leads. Through the leads e
escapes to dominate the ocean-atmosphere exchange during winter [2]; within them more salt is rejected as new ice
as they close, the new ice breaks into blocks that pile up and push down to form pressure ridges, which by some est
can account for∼ 50% of the floating ice mass. Fracture is thus a fundamental process in the ice thickness distribution

In this article we address the brittle versus ductile character ofthe cover; consider the nature of long, linear faults that run
hundreds and thousands of kilometers through it; construct a theoretical model for the orientation of the macroscopic faults; a

* Corresponding author.
E-mail address: erland.schulson@dartmouth.edu (E.M. Schulson).
1631-0705/$ – see front matter 2004 Académie des sciences. Published by Elsevier SAS. All rights reserved.
doi:10.1016/j.crhy.2004.06.001



754 E.M. Schulson, W.D. Hibler III / C. R. Physique 5 (2004) 753–767

f fracture

age

-
sses: the
gh viscous
fracture.

we

ed
tress

. As load
ly oriented
the stress
rates of

es. Under
the

s:
comb
then present some numerical modeling of fault evolution and orientation. Also, we present evidence that the physics o
is scale independent.

2. Ductile-to-brittle transition

Why does the sea ice cover behave in a brittle manner? One mighthave thought that a floating plate whose aver
temperature is> 90% of its melting point and which deforms rather slowly at about 1%/day or 10−7 s−1 [4] would creep
in the way that glaciers do, instead of breaking up. The answer, we think, can befound in a simple model of the ductile-to
brittle transition [5,6]. The idea is that macroscopic inelastic behavior is governed by a competition between two proce
development of internal stress as the body deforms under external forcing, and the relaxation of those stresses throu
flow. The first dominates under higher loading rates and results in the building up of stress to the point of triggering
The second process dominates under lower loading rates and leads to macroscopically ductile behavior. The ice cover, as
show below, appears to deform too quickly for creep relaxation to govern its behavior.

Imagine a cover replete with weaknesses such as thermal cracks and other flaws [7], loaded under compression and stabiliz
against buckling by its thickness (1.8 m to 2.8 m: [3,8,9]). Wespecify a compressive stress state, because in-situ s
measurements during winter [10,11] show that macroscopic failures are driven primarily by compressive stresses
rises, say during the passage of a weather system, theory holds [12–16] that the ice begins to slide across favorab
flaws. This relative movement changes the stress state locally, from compressive to tensile, as well as concentrating
either at the tips of the flaws or, should the displacement occur non-uniformally, along one side of them. Under low
loading, material within the tensile zones creeps sufficiently to allow the stresses to relax, and ductile behavior ensu
higher rate, on the other hand, local tension builds to the point of initiating secondary cracks, termed wing cracks (from
tips) and comb cracks (from the sides), Figs. 1 and2. We hypothesize that when the size of the region,rc, within which the
viscous strain exceeds the elastic strain is smaller than a certain fraction,f , of the length of the parent flaw, 2a, the secondary

Fig. 1. Schematic sketch showing the formation of secondary cracksfrom sliding along parent flaws under an applied compressive stres
(a) pre-secondary build-up of localized tension at tips of the parent flaw; (b) wing cracks sprouting from the tensile zones in (a); (c)
cracks sprouting from one side of the parent flaw (from [6,22]).
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Fig. 2. Wing cracks: (a) from near the southern tip of L5 in Fig. 3; (b) within a test specimen of columnar ice loaded in the laboratory (−10◦C)
to terminal failure under moderate biaxial confinement.

cracks lengthen in a direction parallel to the direction of the greatest compressive stress and then interact to create macro
splits [5]. We thus take as the criterion for the ductile-to-brittle transition the equalityrc = 2f a. By applying the Riedel–Rice
[17] analysis of crack-tip creep to calculaterc, and the Ashby and Hallam [15] analysis of sliding cracks to determine
crack-tip loading rate, we can show that the transition strain rate is given by the relationship [6]:

ε̇t = BK3
Ic

f (2a)1.5{[1+ µ2]0.5 − µ − R[µ + (1+ µ2)0.5]} , (1)

whereB is the temperature-dependent constant in the power law creep equationε̇ = Bσn (whereσ = [σ2
1 − σ1σ2 + σ2

2 ]0.5

and whereσ1 andσ2 are the maximum (taken in this paper as the most compressive stress) and minimum principal s
respectively, and wheren = 3), KIc is fracture toughness,R = σ2/σ1 andµ is the coefficient of sliding friction.

It is not easy to test this model by performing systematic experiments on floating ice covers. Instead, we tested
laboratory through experiments on sub-meter sized specimens in which cracks along millimeter-sizedgrain boundaries serv
as the stress concentrators [5,6,18–20]; for review see [6]. That sliding along short parent cracks generates secondar
well is evident from Fig. 2. Indeed, it was on the small scale that wing cracks were first observed [21]. The experiments
that the transition actuallyoccurs over a narrow range of strain rate, but that the average rate is around 10−4 s−1 to 10−3 s−1 in
good agreement with the model. We have also tested a more recent derivative against the ductile-to-brittle transition in a variety
of rocks and minerals and again found that it worked reasonably well [22].

The concepts underlying the model are not specific to material or to spatial scale. It seems reasonable, therefore, to
the sea ice cover. If we take the average ice temperature to be about−20◦C and employ parametric values for that temperat
(albeit, values obtained from measurements on smaller specimens)B = 5.1× 10−6 MPa−3 s−1 [23], KIc = 0.2 MPa m0.5 [24],
µ = 0.5 [25], f = 0.02 [18], and if we assume a moderate confinement ofR ∼ 0.1, then we obtain the ‘scaling law’:

ε̇t a
1.5 = 2× 10−6 s−1 m1.5, (2)
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where the half-length of the parent flaws,a, is given in meters and the strain rate in s−1. The average strain rate of the ice cov
and the distribution about the average depend upon spatial scale: both parameters increase as the scale decreases, th
so than the former [26]. For the present purpose, we note that the deformation rate ranges from 10−8 s−1 to 10−6 s−1 at the
10 km scale [26], and so we work with those numbers. Eq. (2) then implies that flaws must be> 60 meters in length to accoun
for the brittle behavior at the lowest rate. Given the fact that thermal cracks can be tens to hundreds of meters in length [7] o
even longer (Coon, 2003, personal communication), and given the likelihood that healing of partially-through-cover c
impeded by brine drainage into them (Coon, 2003, personal communication), this requirement would seem to be ea
The ‘law’, incidentally, is not expected to be very sensitive to temperature – and this has been shown to be true on the l
scale [27] becauseB andµ respond in an opposite sense to this parameter. Nor is it expected to be very sensitive to confi

We have, then, a quantitative description of the ductile-to-brittle transition that is based upon conventional creep and fracture
mechanics. While simplisticin that it ignores primary and tertiary creep, crackinteractions, heterogeneities, as well as possibl
differences in materials properties between the field and the laboratory, the model offers for the first time an accou
macroscopic behavior of an ice sheet in terms of independently measurable physical parameters.

Before leaving the subject, we note that the transition strain rate is relatively low. One of the reasons is that as a ma
exhibits relatively high creep resistance. This is evident from the fact that at 90%of its melting temperature under a shear str
of 10−4G, whereG is the shear modulus, ice creeps at∼ 10−8 s−1. This is to be compared with a creep rate of∼ 10−3 s−1

for elemental nickel and for the mineral wustite (FeO) at the same normalized temperature and stress [28]. The low ra
from the fact that dislocations within the iceIh crystal structure glide rather sluggishly through the lattice [29] owing, it ha
been suggested [30], to the unique requirement of protonic rearrangement. Another reason for the low transition strain rate
that the fracture toughness of ice is amongst the lowest of all materials.

3. Long linear fracture features: compressive shear faults

We turn next to what are arguably the most significant fracture features within the winter ice pack; namely, long
lineaments which lace through the ice and run for hundreds and sometimes thousands of kilometers through the Arc
[4,31–41]. The lineaments recur year after year and appear to be composed of kilometer-wide bands of damage w
intersect in an acute angle (typically 2θ ∼ 20◦ to 40◦ to form diamond-shaped patterns. These features mark zones
velocity gradients are spatially discontinuous [34,38,39] and thus where shear and/or divergence as well as vor
concentrated. For this reason they have been termed ‘slip lines’ [32,40], although this appellation perhaps could be m
since the term more conventionally implies volume-conserving, von-Mises plasticity. A better term is ‘linear kinematic f
or LKF [4], albeit less-specific. In effect, lineaments divide the cover into semi-rigid plates or parts of plates which mov
or wedge open to allow new ice to grow and then move together to create pressure ridges, as noted in the Introduc
they form is the issue.

Before addressing that question, consider the following observations [41]. Fig. 3 shows a high-resolution (29 me
size) Landsat-7 image taken within the visible band on 25 March 2000. The scene is within the pack ice near the C
Archipelago and encompasses an area 183 km wide (ENE-WSW axis)×170 km long (NNW-SSE axis). Fifteen of the mo
prominent lineaments are sketched and labeled in Fig. 3(b). (Although labeled separately, L2 and L10 may be part of
fracture zone.) With the exception of L1–L3 and L10, they all exhibit a strong N–S component to their orientation and
intersect at an average acute angle of 2θ = 38◦ ± 5◦, like those reported earlier [37]. Large, rhomboidal-shaped open
punctuate L6, L15 and L4 and smaller ones punctuate most of the other lineaments, signifying shear displacements
right-lateral (R-L) character (L4, L7, L8, L12 and L13) or left-lateral (L-L) character (L5, L6, L14 and L15). The wing
crack shown in Fig. 2(a) is from the region near the southern tip of L5, and others are distributed here and there throu
field of damage. The wings are oriented mainly in a N–S direction which we take to coincide with the direction of ma
principal stress,σ1, at the time the damage formed. From wing crack mechanics [15]):

σ1 = Kc
√

L√
πa(.23(1− µ))

, (3)

whereL = l/a and wherel the length of the wing as defined in Fig. 1. Using the same parametric values as above
the crack shown in Fig. 2(a), for instance (a ∼ 2 km, L ∼ 2), we obtainσ1 ∼ 40 kPa. This estimate is bracketed by act
in-situ measurements of ice sheet failure stresses during earlier winters, which generally fall within the range 10 kPa to
[10,11].

We thus interpret the recurring long, sliding lineaments to be compressive shear faults oriented about the dire
maximum compressive stress. Fig. 3(c) shows a conjugate set. They are analogous to strike-slip faults within the Earth
point first noted by Marko and Thomson [31]. They form, we propose, through the linking-up of en echelon arrays of se
cracks, Fig. 4. While detailed studies of their evolution remain to be made, Kwok’s (2003) SAR-RADARSAT obser
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Fig. 3. (a) Landsat-7 image of the sea ice cover on the Beaufort sea, 25 March 2000 centered approximately at 80.0◦N/135.7◦W. North is
up. The spatial scale is an average of the horizontal and vertical scales. The secne encompasses an area of 183 km wide (ENE-WSW
×170 long (NNW-SSE axis). (b) Schematic sketch of (a) where the most prominent lineaments are labeled L1–L15. The arrows denote e
right-lateral or left-lateral relative movement. (c) Higher-magnification image of (a) showing the intersection of L4 and L6.

during the SHEBA (surface heat energy budget in the Arctic) experiment [42] appear to support the proposed me
Fig. 5 shows his record of the development of a set of sub-parallel, shear-fault features during the two-week period 30
to 11 November 1997. During the three-day interval between 11 November and 14 November two major L-L faults (A′ and
B–B′) formed and were oriented in approximately the NE–SW direction. The faults appear to be made up of individu
cracks. Their character is especially evident from the narrower fault, B–B′ where, owing to a lower degree of divergence (0.0
versus 0.11, [41]), the cracks are less distorted than they are along fault A–A′. Again, from the orientation of the wings w
deduce that at the time of faulting the maximum compressive stress within the cover acted alonga direction rotated counter
clockwise by∼ 30◦ from the strike of the faults. From the geometry of the wings (a ∼ 1 km andL ∼ 3) we estimate (using
Eq. (3) and the above materials parameters) thatσ1 ∼ 19 kPa. Encouragingly, this estimate compares favorably to a stress
of ∼ 30 kPa (compressive) that was measured by Richter-Menge et al. [10] at the SHEBA site around mid-Novemb
when the faults first formed.
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Fig. 4. Schematic sketch showing the formation of a compressive shear fault through the proposed linking up of secondary (wing) crack

Further insight must await additional studies. In the meantime, it is interesting to note that laboratory studies (fo
see [6]) have revealed deformation features – wing cracks, comb cracks and conjugate compressive shear faults accomp
by rhombohedral openings – that closely resemble the larger-scale features described above. Fig. 2, for instance
wing cracks on the two scales and Fig. 6 shows shear faults produced under biaxial compressive loading [43]. D
‘look alikeness’ mean that the fracture mechanisms are basically independent of spatial scale? When combined with ea
observations [6,44] and with recent fractal analysis [45,46], we think it does.

We are aware that our hypothesis of scale independence is controversial. Other investigators [47] take the oppo
citing as evidence the fact that the failure stress of an ice sheet is about a factor of 103 lower than that of a laborator
specimen [23]. Instead, they [47,48] invoke hierarchy theory [49] and argue that it is the degree of disconnectedness
scales that accounts for the organization of the system. The problem with the hierarchy approach is that the differe
(e.g., floe scale< 1 km; multi-floe scale 2–10 km, and so on) seem to be defined rather arbitrarily. Also, the approach see
contradict the observation [45] of no characteristic length in thepattern that accompanies the fracture and fragmentation of i
nine orders of magnitude, from 10−4 m to 105 m. As to the difference in strength, that observation can be accounted for sim
terms of the difference in size of the stress concentrators; i.e.,σlab/σfield = (afield/alab)

0.5 = (kilometer/millimeter)0.5 = 103.
It might also be accounted for in terms of the limited temporal resolution (5 min to 1 hr) of the in-situ stress measu
[10,11] and in the possibility of that very short-term, higher-stress events were not recorded.

In identifying sliding lineaments as compressive shear faults, we distinguish them from another kind of fault that ca
in ice, at least in the laboratory [50]. The other kind is oriented at∼ 45◦ to the principal directions, is narrower, is attend
by little or no volume change, and leads to pressure-insensitive terminal failure as opposed to pressure-hardening. For tho
reasons we term this second kind of fault a plastic or P-fault and term the ones with which we are concerned in th
Coulombic (i.e., frictional) or C-Faults. P-faults form under triaxial compressive stress states when the hydrostatic co
of the stress tensor becomes large enough to suppress frictional sliding across crack faces [50]. Given the predominan
character of the stress state within the sea ice cover, P-faulting is unlikely to contribute to failure there.

4. A rate-independent effective friction model for Coulombic faulting

To translate the failure mechanisms and observations described above into a mathematical form suitable both for
modeling and for interpreting numerical simulations, we develop an idealized model of the failure zone in a hetero
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Fig. 5. SAR-RADARSAT images of sea ice taken during the SHEBA field experiment, courtesyof Dr. R. Kwok of Jet Propulsion Laborator
and Dr. Harry Stern, Applied Physics Laboratory, University ofWashington. RADARSAT imagery (Copyright CSA 2002). (a) RADARSAT
image from day 302, 1997. The scale of the grid is 10 km/division. (b) RADARSAT image from day 314, 1997. (c) RADARSAT imag
day 317, 1997. Note the two left-lateral shear faults A–A′ and B–B′ , the ‘closed’ wing cracks on fault-B–B′ near to its intersection with th
northern border of the grid, and the rhomboidal openings along the more open fault A–A′.
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Fig. 6. Photographs showing brittle compressive deformation featuresin columnar S2 ice biaxially loaded across the columns (running
and out of the plane of the paper) to terminal failure in the laboratory at−10◦C: (a) showing conjugate sets of shear faults; (b) showin
right-lateral shear fault in a specimen that was slid 10 mm over the fault, creating a rhomboidal opening (circled) along it.

(a) (b)

Fig. 7. Schematic sketches showing: (a) local sliding friction model; and (b) ‘effective friction’ Coulomb fault model.

ice cover. The essential idea is that material within the fault may be described by a rate-independent failure envelo
derivable from laboratory observations. To a large degree the mathematics turn out to be equivalent to the sliding frictio
shown conceptually in Fig. 7(a), except that there is now dilatation and an effective friction coefficientµe which is dependen
upon the flow rule and the failure criterion of the material within the Coulombic fault itself. While the mechanism des
above provides a description of fault formation, it does not directly provide a basis for predicting the orientation of failur
formed in pack ice under a variety of wind and water forcing conditions. One of the main purposesof this ‘effective friction’
model, therefore, is to provide scale-invariant predictive capability.
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Fig. 8. Principal space fixed flow rule failure envelopes used in the failure zone in Fig. 7(b). The dilatation angle,γ , is the angle between
dilation-free shear flow shown by the solid vector and the fixed angle flowrule (not necessarily normal) shown by the dashed vector. In the
of a zero dilatational angle the yield curve follows from the sliding friction model in Fig. 7(a).

Consider a region of pack ice of dimensionδ with average boundary contact stresses ofσ1 andσ2, Fig. 7(b). We conside
δ to be small compared to the spatial variation of wind and water body forces. Within this region we imagine the str
introduce a small amount of strain which is concentrated in a failure zone of widthλ whereλ � δ. This failure zone is formed
by linking weaknesses in the ice, as described above, and is taken to be present at all scales and certainly at scales s
typical failure zones in pack ice. Our idealization is that the failure zone is a region of weak ice surrounded by stronger
and is mathematically equivalent to the oriented lead model proposed earlier [51]. The orientation,φ, of the principal stresse
in the failure zone (Fig. 7(b)) is dictated by the flow characteristics of the material there. In other words, we assume
deformation of the ice cover is intrinsically heterogeneous and that it consists of material in two states (Fig. 7(b)), ‘virg
‘damaged’, each with its own rheological behavior. A classical analysis assumes only ‘virgin’ material with a planar c
weakness (Fig. 7(a)).

To determine the fault orientation, we imagine that the damage band forms at an angle,θ , relative to the principal stres
axes in such a way that the stress is minimized. Since the failure band is narrow, the stresses in the rigid portion of th
the fault are taken to be constant and necessarily equal only along the common fault faces. Because the band is ass
undergoing failure with a failure envelope and flow rule similar to those for the rigid ice, the orientation may be obta
matching stresses at the rigid ice/fault boundary. We consider the material in the band to obey a failure criterion char
by variable dilatation and by variable friction. A simpler criterion, with fixed friction and no dilatation, is shown in F
By rotating the stresses within the failure zone to a co-ordinate system aligned with the zone and by equating the s
compressive stresses across the fault face, we obtain [51]:

1+ R

2
σ1 − σ1

1− R

2
cos(2θ) = σ1

1− R

2
sin(2θ)

[
1− a cos(2φ)

a sin(2φ)

]
− b′

a
, (4)

where againR = σ2/σ1, a andb′ are constants (see Fig. 8) specified by the internal friction angle and cohesion of the m
in the failure zone, respectively,φ is an angle dictated by the dilation angle,γ (see Fig. 8), and the various stresses are define
Figs. 7 and 8. Minimizingσ1 with respect toθ , we obtain in the special case ofφ constant (fixedγ ) a preferred flaw orientation
independent of confinement ratio [51]:

tan(2θc) = ±1− a cos(2φ)

a sin(2φ)
= 1

µe
, (5)

whereµe is an effective friction coefficient of the composite and probably differs from the coefficient defined in Sections
3. Upon substituting this result into Eq. (4) we obtain:

σ1 + σ2

2
= σ1 − σ2

2
cos(2θc) + b′ cos(2θc)

a
(6)

which represents the relationship between the maximum shear and compressive stresses at the minimum failure stre
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Fig. 9. Angle of stress characteristics or expected fault angle (θ in Fig. 7(a)) for sliding friction model; and increase of fault angle for effectiv
friction coulomb band model in Fig. 7(b) based on using a sliding friction model within the narrow band. The internal angle of friction
is related to a friction coefficientµ by µ = tan(β). For a positive dilatation angle the increase of fault angle will be less pronounced f
‘Coulomb fault’ model.

In the case of the sliding fixed-friction model, Fig. 7(a), we adopt the Coulombic failure criterion for the depicted flaw to b
τ ′ = µσ ′ + b whereb is a measure of cohesion. By a similar analysis to the one above we obtain:

tan(2θ ′
c) = ± 1

µ
(7)

with the relationship between shear stress and compressive stress forθ ′ = θ ′
c given by:

σ ′
1 + σ2

2
= σ ′

1 − σ ′
2

2
cos(2θ ′

c) + sin(2θ ′
c)b. (8)

Except for constant factors in the cohesion term, the failure band model is mathematically equivalent to the sliding
model in terms of the stress equations, except that an effective friction term now appears. The one case where the
friction equals the sliding friction occurs when a normal flow rule is assumed. This case can be verified by determi
principal axes of the stress in the fault from the strain rate there [51].

An independent mathematical justification for the fault orientation may be obtained by the method of characterist
well known that for a material having the characteristics described by Fig. 7(a) with the local failure relationτ = µσ + b,
the mathematical ‘stress’ characteristics of the equations of motion are identical in orientation and character to angle gi
in Eq. (6). This may be seen by considering the stresses obeying Eq. (6) or Eq. (8) in an arbitrary co-ordinate syste
at some angleβ relative to the orientation of the ‘minimum stress’ failure band, which for the purpose of the ‘charact
calculation’ is simply a suitable reference angle. All components of the stress may then be written in terms ofσ ′

c andβ which
then become the dependent variables. Writing Euler’s equation of motion (gradient of the stress equals the net body force
a Cartesian co-ordinate system in terms ofx andy derivatives ofσ ′

c andβ, one can see that the equation is hyperbolic w
intersecting characteristics at±θ ′

c as defined in Fig. 7 and Eq. (7).
Consequently by either the physical argument or the ‘characteristics’ argument, the failure zones for a material exhibitin

rate-independent failure, such as described by Eq. (6), are mathematical stress characteristics along which failure
expected to occur. Because the effective angle of friction is different, these faults for the ‘idealized Coulombic fault
will have larger intersection angles, a comparison of which is shown in Fig. 9 for the case of shear flow with no dila
particular, in the case of very large friction, the intersection angle, 2θ , may be 45◦ as compared to zero for the sliding frictio
model.
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Fig. 10. (a) Modified Coulombic failure envelope [51] based on experimental measurements [19] with non-normal flow rule. (b) Expected fau
angles for fixed principal axis strain rate ratios (E1= |ε̇1|, E2= |ε̇2|) based on minimizing deformational energy [52].

Where more complex rheological behavior applies to the failure band with either variable dilatation and/or variable
friction, it is difficult to estimate the failure stresses analytically. However, a numerical solution [51] may be carried
specifying a confinement ratio and one component of strain along the principal stress direction. The second componen
is adjusted, in an exact analog to the laboratory [19], to keep the confinement ratio fixed in the numerical experime
typical non-normal flow rules these numerical results yield fault angles different from those based on the internal frictio
of the rheology of the fault. For example, using the modified Coulombic yield curve shown in Fig. 10(a) with a variab
rule, the expected fault angles for opening failure range from zero to∼ 30◦. In the case of a normal flow rule, the stresses in
fault and the rigid ice are identical at the critical fault angle.

Numerical results [52] also show that for fixed ratio of strain rate, the orientation of the fault may be found by mini
the dissipational energy as a function ofθ . This minimum energy argument is particularly useful for interpreting orientation
failure zones simulated in high-resolution, large-scale models with either idealized or more realistic wind and current
In such model simulations, as shown in the next section, heterogeneities in the ice cover lead to only opening fault
necessity of weakening the cover as weaknesses link up. By applying this energy minimization principle to symmetric fa
using the modified Coulombic rate-independent behavior (Fig. 10(a)) assumed by Hibler and Schulson [51], we findθ ∼ 30◦
for the limit of zero-dilation shear, Fig. 10(b), whereas we obtainθ ∼ 45◦ when using an elliptical rate-independent failu
envelope [52].

5. Numerical simulation of multiple and conjugate faults

When appropriate forcing and heterogeneity of ice strengths are applied to a numerical simulation, single or inte
failure zones develop. The formation of the zones closely mirrors the evolution of Coulombic faults as described in
sections of this paper, inasmuch as zones of weakness form and thereby germinate points for propagating weaknesses w
can then ultimately lead to connected oriented bands of weaker ice. Once the zones form in a numerical model, they effective
represent finite-width failure bands, which by the consistency of the numerical model formulation are guaranteed
continuity of stresses along common faces. Consequently, the application of the Coulomb fault model by stress characteris
or deformational energy minimization should predict fault orientation.

We take the rheology in the fault to be similar to that given by laboratory measurements [19] which we parameter
a flow rule as described elsewhere (see Appendix A [51]). The simplest application is to consider a uniform defo
field with a single center weakness forced by stresses at the boundary (Fig. 7). Stresses with a given confinemen
specified at the boundary and steady-state failure experiments are performed without weakening until stresses adequ
to cause the propagation of failure almost (but not all the way) through the sample are reached. Two such cases fo
confinement ratios are shown in Fig. 11(a) and (b). In agreement with expected angles for this particular failure env
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Fig. 11. Faulting patterns for an initial isotropic weak cell in the center of a grid: (a)R = +0.12; (b)R = −0.2 for two different confinemen
ratios. For details see [51].

negative confinement ratio yields much smaller fault angles, which are in good agreement with the above ideal effectiv
theory whereby angles are calculated numerically. In these experiments it is almost impossible with a smooth envelop
an ellipse to obtain failure zones propagating out from the central weakness. The reason for this appears to be the w
of failure angles possible for an ellipticalcase in such a stress experiment, so that the orientation angle is not focused enoug
a result that has been verified by a wide range of experiments with small number of weaknesses under this type of for

More applicable to the creation of intersecting faults in the floating pack ice are failure bands formed within a hetero
ice cover without Coriolis forces subjected to an idealized fixed gradient wind forcing analyzed above. In these experim
a distribution of random ice strengths with spread of 50% of the mean ice strength is initially specified. For this two-dimensiona
system with random weaknesses, the formation of oriented lineaments requires weakening to occur. This is because
weaknesses will typically be surrounded by stronger ice which prevents oriented failure strikes from forming. Exam
of the evolution of the maximum shear zones for such an experiment [52] shows the initial state, Fig. 12(a), to re
chaotic without any clear oriented structure. However, as weakening occurs (taken to be proportional to divergence r
failure points strengthen and cease deformation. Other points weaken, influencing the stress gradient in their vicinity, caus
propagation of the failure zone. After a relatively small time has elapsed (∼ 5 hrs) these zones (Fig. 12(b)) have propaga
across the entire array. In the experiment shown here, the free drift strain ratiosε2/ε1 are 1: 1.4, so the approximate 60◦
angle between the zones is in reasonable agreement with the effective friction paradigm described above, subject to s
specified [52]. After about five hours, as veryweak lineated features havenow formed everywhere, the non-failing regions ta
on a much more rigid character that the ice resembles a rigid plate with a series of long faults. Moreover, if the win
gradient is increased, then a higher density of failure bands is simulated (Fig. 12(c)). This result is in qualitative agreem
a scaling based upon rigid motion between faults [52]. It should be noted, however, that this scaling provides no inform
the width of the faults. Overall the simulations yield results similar to the satellite observations described in Section 3.

The strong point of these simulations is that they graphically support the idealized ‘effective friction’ model presente
That the detailed examination of the evolution of the failure shows weak regions to concentrate stress and to propaga
weaknesses, strongly supports the proposed propagation mechanism. Moreover, although not shown here, as the fau
strength in the faulted region drops by orders of magnitude, in agreement with the Coulombic fault mechanism. With r
the intersection, the angles simulated here are considerably greater than would be predicted on the basis of stress character
of the internal angle of friction only of the parent rheology, a procedure proposed by others. Instead, the effective
induced by considering a finite-band zone failure, as analyzed above, fits the model simulations more closely.

The weak point of the simulations, however, is that with the fixed stress wind fields it is difficult to simulate angles a
as seem to be observed. While there may be many reasons for this shortcoming, the most likely problem is the absen
frequency motion induced by inertial motions in the oceanic boundary layer acting on the ice [54]. This inertial mot
cause rapid rotation of the strain field and fluctuating divergence rate over periods of a few hours, which is likely comm
with the time scale needed to form a fault. Due to the large magnitude of the inertial body forces in the oceanic bounda
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Fig. 12. (a) Maximum shear strain rate before weakening has occurred. (b) Maximum shear strain rate after 5.6 ‘simulation’ hours. (c) Maxim
shear strain rate for doubling of wind field magnitude compared to panels (a) and (b). A quarter of the 10 km resolution computational grid
consisting of a 2000× 2000 km2 region is shown.

this rotation is also accompanied by a rotation of the forces acting on the ice cover. Consequently, a realistic exami
the intersecting faults in pack ice should include such high frequency effects. Encouragingly, preliminary simulations in
such effects do show the capability to yield smaller intersection angles.

6. Concluding remarks

As the spatial and temporal resolution of satellite imagery continues to improve and as numerical models of the i
system approach the kilometer/sub-kilometer and the daily/sub-daily scales, it becomes increasingly important to un
the deformation of the arctic sea ice cover on all scales. In this paper we have taken the view that the ice cover,
intrinsically more complicated than a laboratory specimen, appears to obey the same basic fracture physics as th
body. In so doing, we presented scale-independent mechanisms that account for the brittle behavior of the cover and for th
development of long, sliding lineaments that we term Coulombic shear faults, and we modeled the faults in terms of
friction. Scale independence, although controversial, seems to be the best working hypothesis for advancing sea ice m
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