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Abstract

Modern synchrotron radiation (SR) sources have dramatically fostered the use of SR-based X-ray imaging. The relevant in-
formation such as density, chemical composition, chemical states, structure, and crystallographic perfection is mapped in two, or,
increasingly, in three dimensions. The development of nano-science requires pushing spatial resolution down towards the nanoscale.

The present article describes a selection of hard X-ray imaging and microanalysis techniques that emerged over the last few years,
by taking advantage of the flux and coherence of the SR beams, as well as exploiting the advances in X-ray optics and detectors,
and the increased possibilities of computers (memory, speed). Examples are given to illustrate the opportunities associated with the
use of these techniques, and a number of recent references are provided. To cite this article: J. Baruchel et al., C. R. Physique 9
(2008).
© 2007 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

Résumé

Progrès récents en imagerie synchrotron aux rayons X durs. Les sources modernes de rayonnement synchrotron ont permis
un développement considérable de l’utilisation des techniques d’imagerie. Des paramètres importants de l’échantillon tels sa den-
sité, composition chimique, état chimique, structure et perfection cristallographique sont cartographiés à deux et, de plus en plus,
à trois dimensions. Le développement des nano-sciences exige des efforts pour atteindre une résolution spatiale nanométrique.

Cet article décrit une sélection de techniques d’imagerie et microanalyse utilisant des rayons X durs, qui se sont développées
au cours des dernières années, grâce à l’utilisation du haut flux et cohérence des faisceaux synchrotron, tout en exploitant les
avancées en optique des rayons X et détecteurs, et les performances accrues des ordinateurs (mémoire, vitesse). Cet article fournit
des exemples montrant les possibilités de ces techniques, et de nombreuses références récentes. Pour citer cet article : J. Baruchel
et al., C. R. Physique 9 (2008).
© 2007 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
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1. Introduction

The availability of third generation Synchrotron Radiation (SR) beams has led to a dramatic increase of the use
of SR-based X-ray imaging. A substantial fraction of synchrotron radiation-based research is being carried out today
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Fig. 1. Information accessible by using X-ray imaging, and some corresponding SR-based techniques.

with an ‘imaging-type’ approach, where the relevant information such as density, chemical composition, chemical
states, structure, and crystallographic perfection (Fig. 1) is mapped in two, or, increasingly, in three dimensions. This
approach corresponds to the fact that samples are not homogeneous, and that a ‘local’, in the µm or sub-µm range,
characterization is needed. Many different scientific communities, such as materials science, soft condensed matter,
biology, and cultural heritage, routinely employ, nowadays, these Hard Synchrotron X-rays Based Imaging techniques.

In addition, these X-ray imaging/microanalysis techniques follow an evident trend in the development of nano-
science by pushing spatial resolution down towards the nanoscale [1]. Hence, considering the concomitant devel-
opments of laboratory instruments and dedicated synchrotron beamlines worldwide (see for example [2,3]) a very
competitive context can be anticipated for the coming years. Within this perspective, synchrotron based analytical
techniques (diffraction, imaging and micro-spectroscopies) will play an important role by offering unique capabilities
in the study of complex systems (local composition structure, perfection, and their evolution as a function of time or
an external parameter).

The dramatic increase of the use of SR-based imaging/microanalysis techniques (see Table 1) is associated with
the development of high spatial or temporal three-dimensional (3D) imaging, which is now accessible due to the
simultaneous progress performed by X-ray sources, detectors, and computing facilities (memory, speed). A major
factor in the development of SR-based X-ray imaging is the use of the coherence of the SR beams, which allows both
a higher sensitivity and going towards higher spatial resolution. These techniques fully exploit the brilliance of the
modern SR sources, and take advantage of the improvements of detectors and of new algorithms, in particular for the
reconstruction of ‘holotomographic’ images, and for the iterative determination of the phase of the scattered amplitude

Table 1
Some of the emerging Sr-based X-ray imaging techniques, their requirements in terms of flux, coherence and nanofocussing, and the information
they provide

Flux Coherence Nanofocussing Provided information

High resolution absorption microtomography *** Density, morphology
Phase microtomography *** *** Density, morphology
Coherent diffraction imaging *** *** * Density, morphology, structure, perfection
Analyser based imaging *** ** Density, morphology
Microfluorescence *** *** Chemical composition
Generalized tomography *** *** Density, morphology, chemical composition
Spectromicroscopy *** *** Chemical composition and state
Bragg diffraction imaging *** ** Domains, phases, defects
Rocking curve imaging *** * Domains, phases, defects
Diffraction contrast tomography *** Grain shape, orientation and perfection
X-ray projection microscopy *** *** *** Density, morphology, structure, perfection



626 J. Baruchel et al. / C. R. Physique 9 (2008) 624–641
in ‘coherent diffraction imaging’. Another approach utilizes, for phase contrast imaging, an analyser crystal (‘analyser
based imaging’) that selects only a fraction of the beam refracted by a sample. This approach is clearly promising for
medical and materials science applications.

The present generation of lenses used in the hard X-ray range (2–100 keV) has led to significant progress in the
magnified and/or scanning version of X-ray imaging (‘micro-nano-beam based imaging/analysis’). This is used for
high spatial resolution 3D imaging (‘X-ray projection microscopy’), and for chemically-selective X-ray imaging.
A very interesting development is ‘generalized tomography’, which combines transmission, Compton, fluorescence
and diffraction simultaneously.

The combination of imaging and Bragg diffraction, beyond the use of an analyser crystal, is another area where
dramatic advances have been achieved. For single crystals, Bragg diffraction imaging, allows, when using coherent
beams, one to access elusive information, such as the way domains match at the wall, or, when using the ‘rocking
curve imaging’ approach, permits relevant physical parameters to be easily extracted locally. When dealing with
polycrystalline materials the effort goes towards the implementation of a 3D technique capable of simultaneously
providing data relevant to all of the length scales in the sample: local density and crystallographic structure, shape and
orientation of the grains, and micro- or macroscopic strain and failure. A promising approach is diffraction contrast
tomography, which allows the simultaneous investigation of damage, grain orientation and deformation.

The aim of the present article is to present most of the SR-based imaging techniques allowing access to (i) density
and morphology; (ii) chemical composition and state; and (iii) structure and defects within the sample. In each case we
will show the way these techniques rely on specific characteristics of modern SR beams, and emphasise the features
not observable otherwise they can reveal. Recent references and, in most cases, a typical example, are given.

2. Density and morphology

When characterizing a sample a first, very important, information is its local morphology and density. This includes
the shape of the various components (phases, inclusions, . . .), as well as features like cracks or voids.

The behaviour of X-rays as they travel through an object can be described in terms of a complex index of refrac-
tion. In the X-ray region, it can be indicated as n = 1 − δ + iβ where the real part δ corresponds to the phase shift
(or refraction) and the imaginary part β to the absorption.

2.1. Absorption-based imaging

In most of the X-ray images (‘radiography’) the contrast results from variation in X-ray absorption arising from
density differences and from variation in the thickness and composition of the specimen. The well-known Beer–
Lambert exponential law describes this absorption process both for radiography and for expanding three-dimensional,
tomographic, techniques.

The principle of microtomography is very similar to that of the medical scanner. It consists in recording a series of
radiographs (typically of the order of 103) for different angular positions of the sample, which rotates around an axis
perpendicular to the beam. Several laboratory microtomographs have been commercially produced over the last years,
but the best images, in terms of spatial resolution, signal-to-noise ratio and quantitative exploitation, are obtained using
the high intensity, practically parallel and monochromatic SR beams. In this approach there is no image magnification,
and the spatial resolution mainly results from the effective pixel size of the detector (typically in the 0.3 µm to 30 µm
range). Much effort is being produced to obtain the spatial resolutions in the 10–100 nm range. Several review papers
that show how SR-based microtomography applies to different areas have been published recently (biomedical [4],
materials [5], palaeontology [6]).

It is worth noting the substantial improvement in the temporal resolution of these microtomographic techniques
associated to the use of SR beams. The time needed to record a complete microtomographic data set at a hard X-rays
3rd generation SR facility (ESRF in Europe, APS in the USA or Spring 8 in Japan), is not limited today by the
SR X-ray flux. The already mentioned continuous development of X-ray detectors, and computing upgrades, lead to
reductions in this time, which is now in the second range [7–9].
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2.2. Phase contrast imaging, ‘holotomography’

The real and imaginary parts of the index of refraction have very different dependence on the photon energy; in
the regime where the photoelectric effect dominates and far from absorption edges, β ∼ E−4 while δ ∼ E−2. As a
consequence, the values of δ in the X-ray energy range are orders of magnitude larger than β terms. Exploiting δ in
addition to β to produce images leads to a new type of imaging (‘phase contrast images’) that display an increased
sensitivity. This usually requires a high degree of coherence of the X-ray beam. This results from the small source size
σ (in the 50 µm range) and the large source to sample distance L (in the 100 m range). The transverse coherence length
dc = λL/2σ , is in the 100 µm range, and allows ‘phase images’ to be recorded by just varying the sample-to-detector
distance (‘propagation technique’, reviewed, for instance, in [15]). Fig. 2 shows, as an example, pores in a Al–Pd–Mn
quasicrystal grain, on images recorded at several distances from the sample: only the biggest pores are visible on the
first image, recorded at 13 mm, whereas smaller pores, with enhanced contrast, are observable on the images recorded
when increasing the sample-to-detector distance.

This example shows that simple radiography allows us, when taking advantage of phase contrast, to investigate
topics that were not accessible otherwise. Let us mention, in addition to the detailed study of pores in quasicrys-
tals [10], and their evolution under thermal annealing [11] or melting and solidification [12] which give clues about
the origin of the porosity, the investigation of high speed industrial sprays, which provide the experimental data to
develop and validate liquid breakup models [13]. Grazing incidence reflectivity phase contrast imaging has also been
demonstrated, the difference in optical path between terraces being in this case sufficient to observe monomolecular
steps at a solid surface [14].

The easiest detectable features on phase contrast images are the ‘edges’ corresponding to phase jumps. They
provide an important qualitative, or semi-quantitative, picture of the sample, but do not allow the extraction of quan-
titatively the local phase, and limit the spatial resolution through the occurrence of the fringes used to visualize the
borders. A more quantitative approach of phase imaging and tomography is based on the combination of several
images recorded at different distances. A phase retrieval algorithm allows, from these images, the ‘holographic’ re-
construction of the local phase [15]. Once the phase maps are obtained through holographic reconstruction, there is
no conceptual difficulty in bringing together many maps corresponding to different orientations of the sample, and in
producing the tomographic, three-dimensional, reconstruction procedure. The highest accessible spatial frequency is
determined by the resolution of the detector. The capabilities of this parallel beam quantitative phase contrast imag-
ing, called holotomography [16], were applied to a wide variety of materials, and constantly improved over the last
few years. An example of what is achievable today is the first visualization of a 3D network for air circulation in
seeds of the model plant Arabidopsis [17]. The value and number of the sample-to-detector distances, as well as
the photon energy, were optimised [18]. New algorithms for mixed absorption/phase objects exhibiting both strongly
and weakly absorbing areas (bone and soft tissue, for instance) are being implemented and lead to significant image
enhancement [19].

The ‘holotomography’ approach can be combined with a magnification scheme to achieve sub-micron resolution.
This rests on the use of a Kirkpatrick–Baez (KB) focussed pink beam and X-ray image magnification where the
recorded images with different magnifications are numerically combined (phase retrieval) to obtain a magnified image

(a) (b) (c)

Fig. 2. Images of dodecahedral pores in a AlPdMn quasicrystal single grain, recorded at a sample-to-detector distance of (a) 13 mm, (b) 100 mm,
(c) 500 mm.
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displaying a pixel size of less than 100 nm. X-ray projection microscopy can be combined with tomography to obtain
a 3D high spatial resolution image on a relevant region inside a laterally extended sample [20].

2.3. Coherent diffraction imaging (CDI)

The coherence properties of the X-rays may also be employed to beat the detector resolution in imaging by going
into the far field (Fraunhofer diffraction) regime, as indicated on Fig. 3. In this case a strongly modulated intensity
pattern, denoted a speckle pattern, is seen in the far field due to interference of the scattered radiation. The speckle
pattern contains information about the spatial configuration within the scattering volume, while only averaged spatial
information can be deduced from the incoherent scattering. One of the main applications of coherent diffraction is
Coherent Diffraction Imaging (CDI).

CDI is a lensless imaging method with the aim of retrieving real space information from the speckle pattern. Since
the scattered amplitude from the sample upon coherent illumination is the Fourier transform of the electron density, the
image recovery is simply an inverse Fourier transform when the magnitude and the phase of the scattered amplitude are
known. However, the phase is lost during the intensity measurement, and specific phase-retrieval algorithms must be
used. Here, the resolution is not limited by an optical imaging system and diffraction-limited resolution is in principle
possible. With the high penetration power of hard X-rays, the possibility of CDI to perform 3D imaging with nm
resolution of e.g. biological samples and small crystals is unique. CDI with sub-50 nm resolution has been achieved
in studies of e.g. freeze-dried cells [21], 3D composition of quantum dots [22], and strain inside nano-crystals [23].
An interesting possibility is to combine CDI with holographic approaches [24,25] to encode the phases and achieve a
faster convergence of the algorithms.

Fig. 3 shows a typical experimental setup for CDI. A set of mirrors serve as high-energy X-ray filters, preventing
higher-order monochromator reflections from reaching the sample and polluting the speckle pattern. All the optical
elements are such that they do not to distort the wave front before the sample. An aperture, typically with an opening
of 5 to 10 µm, i.e. smaller than the lateral coherence length dc , is placed before the sample to select the coherent part
of the monochromatized beam. After the aperture, a secondary aperture (‘guard slit’ in Fig. 3) is needed to block the
stray scattering. The central cone emerging from the aperture illuminates the sample. A CCD camera measures the
scattered intensity. A small beam-stop placed directly in front of the CCD prevents the direct beam from saturating
the CCD pixels. The main experimental challenges are to reduce the unwanted scattering from the aperture and guard
slit and to minimize the number of pixels shadowed by the beamstop.

Determining the phase of E(Q) from measurements of E(Q)E∗(Q) is a recurrent problem. In crystallography it is
traditionally solved by replication of the structure in a periodic lattice. Iterative phase retrieval algorithms for isolated
objects have been developed based upon earlier work [26,27]. The algorithms require an oversampled diffraction
pattern, meaning that the speckle pattern must be sampled with a frequency at least twice smaller than 2π/R where R

is the size of the scattering object (crystal, cell, etc.). This leaves a void area of zero-valued pixels outside the sample,
but within the field of view of the CCD, which acts as constraint on the solution in real space. The constraint in Fourier
space is the measured speckle pattern. By successive projections of these two constraints iteratively, the phasing
algorithm can converge to a solution that satisfies both of them simultaneously. Several versions of the algorithm are in
use and new approaches, such as the ptychographical iterative engine, are allowing the study of larger structures [28].

Fig. 4(a) shows the diffraction pattern of a test sample (ESRF logo) prepared by e-beam lithography and the
reconstructed image is shown in Fig. 4(b). The half-period corresponding to the maximum scattering angle in the
diffraction pattern is 34 nm and the oversampling ratio is about 5.5 in each dimension. The missing data in the central
region (behind the beamstop) creates a difficulty for the convergence of the phasing algorithm, especially in the case

Fig. 3. Sketch of a typical setup for CDI with monochromator, mirrors and a beam defining aperture. The guard slit blocks the scattering from the
aperture. The speckle pattern is usually measured by a 2D detector protected against the directly transmitted beam by a beamstop.
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(a) (b) (c)

Fig. 4. (a) The measured diffraction pattern from a test sample with 7.3 keV X-rays at ID10A, ESRF and (b) the reconstructed image of the test
sample (ESRF logo). (c) SEM image of the test sample.

(a) (b)

Fig. 5. Coherent diffraction imaging of an assembly of yeast spores taken at ALS by the Stony Brook group [E. Lima, X. Huang, C. Jacobsen,
J. Kirz, H. Miao, A.M. Nieman, A. Stewart, D. Sayre, D. Shapiro, 2006] with 520 eV X-rays: (a) measured diffraction pattern, (b) reconstructed
image of 5 yeast spores. The brightness reflects the amplitude of the sample’s exit wave and the hue represents its phase.

of symmetric samples, such as the logo shown here. The reconstruction in Fig. 4(b) was obtained after filling in
the central missing data with the calculated Fourier magnitude taken from an SEM image of the sample, shown in
Fig. 4(c) [29].

The potential of CDI in biological X-ray imaging has been demonstrated with dried samples [30,21]. Sample
preparation in the frozen-hydrated state has the further advantage of preserving biological samples as close as possible
to their natural state [31,32]. However, obtaining the necessary amorphous ice state (vitrification) in order not to
disturb the cellular structure is difficult. Fig. 5 shows recent CDI results from the Stony Brook group, New York: (a) the
measured diffraction pattern from frozen-hydrated yeast spores and (b) the reconstructed image, still in progress but
clearly showing the membranes of the spores. However, the validity of the details of the reconstruction, such as the
double membrane structure shown here, is unclear. The background signal from the ice matrix and the relatively low
oversampling ratio of 3 to 4 in each dimension seem to be hindering the reconstruction in achieving a better resolution.
Efforts to improve sample preparation techniques towards vitrification are ongoing and expected to improve the data
quality. Furthermore, by going to hard X-ray CDI the Born approximation is fulfilled, and hence it is ensured that the
reconstructed density corresponds to the true electron density of the sample.

2.4. Analyser based imaging

Analyser Based Imaging (ABI) is one of the phase contrast imaging techniques that has displayed a dramatic
development over the last few years. Besides absorption, an X-ray beam traversing an object picks up information
on its refraction properties that can also be utilized as a source of contrast for displaying the internal properties of
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Fig. 6. Design of the experimental setup for analyser-based imaging: the sample-induced refraction of the beam is measured by rotating the analyser
crystal and recording, for each angle and each of the pixels of the detector, the rocking curve.

the sample. Considering again the expression of the complex index of refraction n = 1 − δ + iβ , X-rays passing
through regions of different δ values are subjected to phase shifts that correspond to being refracted. These changes
can originate either from the shape of the object or from local homogeneity changes. They often cannot be visualized
using absorption imaging techniques.

The analyser-based technique allows detecting these phase variations [33,34]. As shown on Fig. 6, the beam trans-
mitted through a sample is analysed by a perfect crystal: on a given angle of the rotation of the analyser only the
fraction of the beam satisfying the Bragg law for this analyser crystal can reach the detector and then contribute to
the image formation. A complete data set corresponds to a rocking curve of the analyser for each of the pixels of the
detector.

The angular resolution is provided by the choice of the analyser crystal and reflection. A typical order of magnitude
is given by the full-width at half-maximum of the reflectivity curve for the reflection 111 of Si, at 60 keV, which worth
4 µrad.

The small angular acceptance of the analyser suppresses small-angle scattered radiation and thereby increases
the signal to noise ratio. The edge enhancement, characteristic of this method, occurs at the interfaces of regions
with different refractive index. It is achieved by slightly detuning the analyser away from the exact maximum of the
reflectivity curve. In that way images can be recorded at angles which lie somewhat above and below the analyser
maximum, for example at the half values of the maximum reflectivity where the reflectivity gradient is steepest. A ray
that is refracted by a tiny amount when passing through a zone of changing refractive index is then reflected from the
analyser with a considerably different reflectivity.

Quantitatively, to disentangle the information, Chapman and coworkers [35] proposed to form images of pure
refraction �θ , and apparent absorption IR , by linearly fitting the flanks the rocking curve (RC) obtained without
sample, and solving the system IL,H = IRR(θL,H + δR

δθ
(θL,H ).�θz) where IL and IH are, respectively, the image

intensities at θL = −1/2 full width at half-maximum (FWHM) and θH = +1/2 FWHM with respect to the centre
of the RC. They called this approach ‘Diffraction Enhanced Imaging’. However, this method omits considering the
USAXS produced by the object.

To extract the angular deviation separately from absorption or USAXS, a statistically based method, was pro-
posed [36]. It assumes that locally the angular distribution of the diffracted intensity is the convolution of the object
angular spectrum with the analyser RC. Using N images taken along the RC, the method considers the individual
RCs corresponding to each of the pixels of the detector (Fig. 7). In this case, two series of images are acquired, one
with the sample and one without the sample, giving, respectively, for each individual pixel, an object RC and a ref-
erence RC. For each pixel, an algorithm calculates the zeroth-order moment M0, equal to the integrated intensity, the
first-order moment, which gives the centre of mass θ0 = M1/M0, and the second-order moment that yields the stan-
dard deviation σ = (M2/M0 − θ2

0 )1/2, as well as the maximum of the RC. Several experimental examples show that
this pixel-by-pixel statistical method allows to independently extracting absorption, refraction, and scattering USAXS
information.

The ABI technique has been widely applied in in vitro mammography and cartilage and bone studies. In mammog-
raphy, fine details of the structures such as strands of collagen and contours between glandular and adipose tissue,
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Fig. 7. In each pixel of the detector, the local RCs with object and without (reference) are recorded. The modifications in height (mref and mobj),
area, position �θ0, and width (σref and σobj) of this curve yield the information intrinsic to the object: the local absorption, refraction, and
ultrasmall-angle scattering.

which are barely visible in the conventional absorption-based mammograms, are clearly visible in the analyser-based
images. Images have been systematically compared with the stained histopathological sections; the correlation of the
radiographic findings with the morphologic changes in specimens is unequivocally confirmed in several literature
reports. Examples are found in [37–41]. An increased soft tissue contrast and a combination of information obtained
with disparate diffraction-enhanced images provide better visibility of mammographically indistinguishable features.
This kind of additional structural information of the breast tissue is required to improve assessment accuracy and ear-
lier detection of the breast lesions. These advances in image quality make of ABI a promising candidate for clinical
mammography at table-top sources.

ABI has been successfully applied for osteoarthritis cartilage studies. Osteoarthritis is a poorly understood disease
that can affect the cartilage and other tissues in the joints of ageing people. Conventional radiography is sensitive
only in cases of advanced disease in which there has been a loss of cartilage; structural abnormalities in the early
stages of the degenerative process are generally not visualized in radiographs. Measurements have been performed
on human articular cartilage in disarticulated, as well as in intact joints [42]. Cartilage defects, even at early stages of
development, have been studied and compared with the absorption images: they show a clear, early visualization of
the damage [43].

The ABI techniques have been recently extended through the use of two asymmetrically cut crystals mounted per-
pendicularly in the beam path, which achieve simultaneously analysis and magnification in both directions [44].
Guigay and co-workers proposed a theoretical treatment common to the ‘propagation’ and ‘analyser-based’ ap-
proaches [45].

2.5. Detector-based analyser imaging

An innovative phase contrast imaging technique, based on the use of an array-structured X-ray detector placed at
a suitable distance from the sample, which simultaneously records and analyses the radiation refracted and scattered
inside the object, is being developed.

Indeed the analyzer crystal used in the AB imaging can be considered as a slit system with an extremely narrow an-
gular acceptance. On the basis of this observation, a further simplification can be conceived. In fact, a two-dimensional
imaging detector, like a CCD camera, capable of independently reading and storing a given Region of Interest (ROI)
of pixels, could be employed as a slits system. Each pixel line could act as a slit whose angular acceptance is given by
the vertical Line Spread Function (LSF) of the detector.

In particular, if the X-ray beam incident on the sample has a vertical width equal to the vertical pixel size then the
pixel line aligned with the incoming X-ray beam will detect the direct X-rays that have not interacted when passing
through the sample (neither absorbed nor deflected) (e.g. line # 0 in Fig. 8); simultaneously the other pixel lines
(e.g. lines # ±1 and ±2) above and below the central line will record the X-rays that have been deviated from their
path (because of the refraction and scattering inside the object). The distance of a detector line from the central line
corresponds to the angle of deviation, so that the angular distribution is recorded as by the analyzer crystal scan in
ABI. When the sample is scanned through the incident fan beam the effects of refraction and scattering are mapped.
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Fig. 8. Scheme of the detector-based analyzer imaging (DBA) modality. For more details, see text.

Fig. 9. Images and vertical signal profiles of a nylon fiber (350 µm diameter) acquired at 25 keV with the ABI (Si (111) analyzer crystal) and DBA
(50 µm pixel size). For the ABI technique images corresponding to the ±50% positions are reported (positions indicated as percentage of the peak
intensity of the crystal RC), while for the DBA technique the second line above and below the center line is shown corresponding to an angular
acceptance of the range [8.6 µrad, 12.9 µrad].

Since this imaging modality is intrinsically linked to the detector properties, the technique is referred to as
“detector-based analyzer imaging” (DBA) [46]. The preliminary tests and results on simple phase objects have high-
lighted that the detector-based analyzer imaging technique can produce images with features similar or equivalent to
the analyzer-based imaging ones (see Fig. 9) with comparable signal-to-noise ratio values [46,47]. In addition, the
DBA imaging, in its early implementation, also shows advantages with respect to the ABI: the stability of the optics
is much more easily obtained and several refraction angles can simultaneously be acquired and analyzed. In fact, in
a single acquired ROI, the refracted and scattered X-ray beam emerging from the irradiated portion of the sample is
completely analyzed.

However, a few important optical requirements have to be fulfilled: the slit system and the array detector have to
be perfectly aligned to avoid phase mixing, and a long sample-to-detector distance is needed in order to benefit from
the wavefront free propagation and to have sufficient angular resolution. Moreover, particular care has to be taken to
reduce the air scattering between the sample and the detector.

In order to fully understand the DBA signal, further theoretical and experimental investigations are required. The
DBA may find applications in those fields where the requirements in terms of angular resolution are not so stringent
but where a good optical stability is essential, as in the case of long exposure times and tomographic imaging.
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3. Chemical composition and state

Over the past three decades, interest in X-ray microscopy revived, fostered by several major advances in X-ray
sources and X-ray optics. In particular, X-ray imaging techniques largely benefit from the high brilliance of X-ray
beams produced by third generation SR, which offer a control of the brightness, spectrum, geometry, polarization and
coherence of the beam. Driven by these unprecedented properties of X-ray beams, concomitant progresses have been
made in X-ray optics.

Hard and soft X-ray focusing optics are now reaching almost similar level of performance, with focused beam
sizes below 50 nm [48–51]. However, these remarkable achievements remain at the demonstration stage and are still
far from routine. Besides they have to be fully integrated into stable and reliable X-ray microscopes. Such implemen-
tations require not only outstanding quality optics, but also ultimate control of all experimental and environmental
parameters (e.g. temperature, vibration, . . .). It is worth noting that, in many cases, the probe dimensions (particularly
in the horizontal direction) are no longer limited by the focusing device performance but rather by the geometrical
laws of optics, i.e., the source size, the source-to-optics and optics-to-sample distances. For higher X-ray energies, this
situation is aggravated when the optical devices display chromatic focusing behavior since the increase of the focal
length with decreasing X-ray wavelength tends to lower the demagnification of the source image. The conception
of long beamlines exceeding 100 m offers not only the possibility to produce small probes but also to obtain longer
working distances, providing more space for specific sample environment. A major drawback of this scheme is the
flux loss due to limited aperture of the focusing optics. The option of producing a secondary source (the synchrotron
source is first demagnified into a secondary source which is itself demagnified again into a nano-probe) is a key-option
in the management of the flux/beam size ratio. The current trends are the development of long beamlines and the use
of either refractive lenses or multilayer coated mirrors in the Kirkpatrick–Baez geometry to access high energy [52].

As mentioned above, the development of high brilliance high-energy X-ray sources coupled with advances in
manufacturing technologies of focusing optics has led to significant improvements in sub-micrometer probes for spec-
troscopy, diffraction and imaging applications in the multi-keV X-ray range. The main fields of application are driven
by the unique attributes of X-ray microscopy in the multi-keV energy range: (i) access to K-absorption edges and
fluorescence emission lines of medium-light elements and L-, M-edges of heavy materials for micro-spectroscopy,
chemical or trace element mapping; (ii) higher penetration depths compared to soft X-rays or electrons allowing imag-
ing of thicker samples or in-situ experiments; (iii) favorable wavelengths for diffraction studies; (iv) relatively long
focal lengths and depths of focus which are advantageous for the use of specific sample environments (high pres-
sure, controlled temperatures. . .). Compared to other techniques, synchrotron microprobes that measure the sample
‘local’ fluorescence and absorption (and also the diffraction or Compton scattering) display a unique combination
of features [53]. In particular, the possibility of in-situ experiments remains a unique attribute of synchrotron based
analytical methods. The photon penetration depth of hard X-rays enables specific sample environments to be devel-
oped to study realistic systems in their near-native environment rather than model systems. The ability to perform
in-situ analysis with environmental chambers offering high or low temperature conditions, high pressure, or preserv-
ing sample hydration explains the increasing interest from communities such as Planetary and Earth sciences [54],
environmental science. In this overall perspective, specific efforts have been made to integrate controlled sample
environments into X-ray microprobe instruments: Cryo-cooling system for analysis of Antarctic ice [55], ultra low
temperature cryostat (<10 K) for the study of semiconductors [56], micro-furnace for geochemistry at high tempera-
ture (<700 ◦C) [57]. Diamond Anvil Cells (DAC) are the most suitable apparatus for in-situ and real time studies at
extreme conditions (0–10 GPa, 0–1000 ◦C) using X-ray fluorescence (XRF). Over the past five years, specific devel-
opments aimed at adapting the DAC to XRF geometry (detector at 90 degrees). This optimal angle of detection may
either be obtained by using a partly drilled diamond [58] or by replacing one anvil by a diamond window and using
an X-ray transparent gasket material [59]. Such improvements have allowed detection limits down to 2 ppm, at the
expenses of weaker mechanical properties, which reduce the maximum pressure to 2 GPa.

New applications in Planetary and Earth sciences [60], Archaeometry [61,62], microelectronics [63], and biomed-
ical sciences [64] confirm the new impact of this technique in various communities.

A natural evolution of XRF elemental mapping is the extension towards in-depth third dimension. The knowledge
of the elemental variation along this third dimension intrinsically improves the data quality and therefore its interpre-
tation. Compared to the standard absorption X-ray Computed Tomography, X-ray fluorescence computed tomography
(XFCT) is more challenging since it is limited by self-absorption and matrix effect. Two strategies have been devel-
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Fig. 10. An X-ray Fluorescence Computed Tomography (XFCT) setup: 1 and 2 show the sample movements to record a full 3D image by using a
microbeam. The sample ‘local’ absorption, fluorescence and Compton scattering are recorded to produce this 3D chemical image.

oped to overcome these physical limitations. The first approach is based on an algorithm solution that relies on the
combination of several signals (transmission, fluorescence and Compton) to derive the volumetric distribution of ele-
ments [65]. The second strategy, so-called confocal, is based on the use of two lens optics [66]. One lens (refractive
lens) is used to focus the incoming beam and the second (polycapillary) restricts the detector angular acceptance to
a small volume. The intersection volume of the incoming microbeam and the coinciding focus of the capillary lens
determine the voxel size.

XFCT has the key advantage of providing three-dimensional (3D) quantitative images of a sample of a few hun-
dreds of microns in size in a non-destructive way, while none of the other techniques are today capable of this suitable
combination. The key application of XFCT is chemical imaging of high Z elements inside low Z matrices, i.e. imag-
ing biological objects. However the technique can also find applications in nuclear imaging, environmental science, or
geology. It has, for instance, been used to produce chemical images of fly ash particles created during the combustion
process in power plants, and containing potentially toxic trace metals (like Pb, Cd, etc.) [67].

The XFCT geometry is essentially similar to the geometry of a 1st generation medical scanner. An energy sensitive
detector records the fluorescence photons coming from the intersection line between the incoming X-ray pencil beam
and the sample (see Fig. 10). By shifting the sample in the beam, a fluorescence projection line is progressively built,
and a further sample rotation gives access to a full dataset of each chemical element after an appropriate data fitting. To
move to 3D XFCT, one can repeat the same operation after selecting a new plane, or more elegantly use a helical path.
As a matter of fact, the main problem in reconstruction from XFCT projections mainly comes from the absorption
within the sample. Several reconstruction schemes have been proposed to solve this issue; one of the most successful
one is the reconstruction algorithm developed by Golosio and coworkers [65], called ITT (Integrated Tomographic
Techniques). It is based on a mathematical combination of three kinds of tomography, namely transmission, Compton
and fluorescence tomography. The first one, transmission tomography, corresponds to standard absorption tomography
that gives the distribution of the total absorption coefficient inside the sample. The second one, Compton tomography,
is identical to fluorescence tomography as far as the geometry is concerned, except that the Compton signal is used.
With appropriate reconstruction algorithms, Compton tomography can be used for reconstructing the distribution
of the electronic density inside the sample. By combining mathematically transmission, Compton and fluorescence
tomography, a quantitative 3D image (in g/cm3) of the distribution of each chemical image can be reconstructed.

XFCT has two practical issues. The first one is the self-absorption. Although the ITT algorithm can correct for it, it
will not give an exact quantitative image if the sample absorption is too high (e.g. sample with high Z matrices). Beside
this, the scanning time can be prohibitive for some applications. For a 2D single slice acquisition, the scanning time
is proportional to the size of the sample and inversely proportional to the X-ray spot size. To reach a 5 µm resolution,
with a sample of 500 µm in diameter, 100 points will have to be recorded for each angle of view. It means that for
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1 s exposure time (plus additional time due to data transfer and sample motion), 4 hours of synchrotron beamtime
is necessary. To overcome this problem, multi-element detectors as well as fast and optimized scanning schemes are
used, which can today enable fully 3D reconstructions of a sample within 24 hours.

4. Structure, crystallographic orientation and/or perfection

Bragg diffraction based synchrotron radiation imaging has proved to be able to provide information not available
otherwise. This is due to the use of: (i) the coherence of the beam, as shown through the example of ferroelectric
domains in poled crystals; and (ii) the parallelism of the beam coupled with new two-dimensional CCD detectors,
which allow producing local rocking curves when using a monochromatic beam (‘rocking curve imaging’). This
‘local’ behaviour gives clues to characterize the defects and/or understand the physical processes that occur in the
crystal. Let us consider examples of these approaches.

4.1. Coherent beam Bragg diffraction imaging

When using a coherent incident beam, a series of features appear as phase objects for the diffracted beam: dif-
ferences in thickness, pores, but also crystalline defects like defects stacking faults or antiphase boundaries. Poled
ferroelectric domains in a single crystal, with periods in the 10 µm range, also constitute a phase grating for waves
Bragg diffracted by the crystal. If the lateral coherence length is bigger than the period of the domains, the phase shift
between the two types of domains can be directly obtained from the analysis of images recorded at various distances
from the sample. The main contribution to this phase shift is associated with the variation of the phases of the structure
factors, the two types of domains giving rise to a Friedel pair, exhibiting very similar modulus but different phases of
the structure factors. This not only allowed to observe, on the surface [68] and the bulk [69] ferroelectric domains,
like those observed on Fig. 11, but also to access to data at the atomic level, like the way these ferroelectric domains
match on the domain wall.

Fig. 11. 00	 reflection Bragg diffraction imaging with a coherent beam from a 9 µm periodically poled KTP crystal, for various sample-to-detector
distances. Left: experimental images and Right: simulated image corresponding to periodic ferroelectric domains with (100) walls, in the case of
the best fit among the various matching arrangements between domains. In addition deformation of the image and crystalline defects (vertical lines)
are observed on the large distances experimental images, as well as, in the bottom area, a departure from the periodic arrangement of the domains.
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Indeed several origins for additional phase shifts can be identified, but the only one that cannot be neglected is
introduced by the way the domains match at the wall level. This very elusive information cannot be extracted, because
it only entails a phase shift, from all previous diffraction and imaging experiments, not performed with a coherent
beam. By comparing the experimental phase shifts with the phase jumps calculated for various models of the domain
wall, the best fitting domain-matching model can be determined.

In the case of KTP (Potassium Titanium Oxide Phosphate (KTiOPO4)) [70] the comparison of the experimental and
the simulated intensity variations, at different distances, allows one to distinguish between the five possible domain-
matching schemes, in which inversion domains are matched through Ti or P atoms of the unit cell. The phase shifts
�ϕ between adjacent domain were calculated for each model from the complex structure factors of the 004 Friedel
pair. The size and sign of �ϕ depend heavily on the position of the origin for this calculation, i.e. which atom was
placed at the position z = 0, or, in other words, the way the domains match at the wall. The best fit of the observed
modifications of the contrast as a function of distance was obtained for a �ϕ corresponding to one of the P atoms
being the pivoting one for the twinning (simulations in Fig. 11). The simulation was performed using a perfect step
function for the phase shift, the transition from �ϕ = 0 to �ϕ �= 0 being abrupt, i.e. the displacement of unit cell
atoms occurring at once from one cell to the next inverted one. The resulting model of twinning resulting is such that
a perfect continuity of the major structural chains of PO4–TiO6 polyhedra along [100] is maintained across domain
walls. It is worth noting that this information, at the atomic level, is obtained from images where the spatial resolution
is in the µm range.

4.2. Rocking Curve Imaging

Bragg diffraction imaging applies, like all the other imaging techniques, to inhomogeneous samples. In most of
the cases it is possible to associate a given region of interest (ROI) at the two-dimensional detector level with a region
of the crystal, and therefore identify the regions of the crystal that produce contrast associated to a physical feature
(defects, phase coexistence, domain boundary, etc.).

The ‘Rocking Curve Imaging’ [71], or ‘Area Diffractometry’ [72] technique was developed over the last few years
on this principle to investigate quantitatively the distortions within a single crystal. A wide, monochromatic and
parallel beam illuminates the sample, which is set to Bragg diffract for a given set of crystallographic planes. The
diffracted beam is recorded on the CCD camera equipped with a scintillator and optics such that the effective pixel
size is in the 1–10 µm range. The sample is rotated (angle ω) along the rocking curve, and images are recorded on
various points of this rocking curve. This allows recording the ‘local’ rocking curve for a given (x, y) point of the
crystal/detector. From this set of rocking curves many relevant data can be extracted: position of the peak, width of
the peak, maximum or integrated diffracted intensity.

This is exemplified by the RCI study of a GaN crystal grown by epitaxial lateral overgrowth (ELO). GaN is an im-
portant material for applications in blue light emitting devices. The ELO process allows one to reduce the dislocation
density of the GaN layers, and consequently improving the device efficiency. In the ELO process, the seed layer of
GaN is covered by a thin amorphous mask layer exhibiting ‘windows’, as shown on Fig. 12. The subsequent growth of
GaN proceeds preferentially from the windows areas, first vertically but also laterally, leading to T-shaped structures
that ultimately coalesce and form a planar layer. The ‘wings’ of the T-shaped structure are of improved quality because
the threading dislocations originating from the seed, which are detrimental for the device performances, are not able

Fig. 12. Cross-sectional view of the ELO structure. A GaN layer (yellow on the figure) is deposited on a substrate (green on the figure), and is
covered by a SiO2 layer with windows (lateral periodicity 40 µm, grey on the figure). This structure reduces the number of dislocations, schematised
by inclined lines, able to propagate during a further growth (also lateral) of the GaN layer above the windows.
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Fig. 13. 3D rendering of the local angle of the peak of the rocking curve for the substrate and the wings of a ELO produced GaN crystal (see text).

to propagate into these wings. It has been observed that these wings display a crystallographic tilt (some tenths of a
degree) with respect to the initial GaN layer that can lead to defects when the various wings coalesce. Understanding
this tilt can help avoid it, and improve the device characteristics. Fig. 13 shows a three-dimensional map (x, y,ω) of
the diffracted intensity maximum position, which not only points out the lattice tilt (different ω) of the wings with
respect to the substrate, but also the inhomogeneous distribution of local tilts, the actual ‘local’ quality, and the trend
to an increased tilt when increasing the distance from the ‘window’ [73,74]. This type of work shows the potential of
µm-resolved rocking curve imaging to disentangle complex phenomena.

A ROI within an image producing contrast can also be followed under the application of an external parameter
(temperature, field, . . .). The evolution of this ROI (image and/or local diffracted intensity) can give clues to understand
the physical processes that occur in the crystal. An example of this approach is constituted by the identification of a
broad interface between magnetic phases in MnP: the behaviour of this broad interface suggests that it is composed
by a series of intermediate magnetic arrangements, that only exist during the phase coexistence, and which go from
the ferromagnetic to the fan magnetic phases [75].

4.3. 3D characterization of the grain microstructure in polycrystals

The non-destructive characterization of polycrystalline materials in terms of grain shapes and crystallographic
orientations constitutes a major experimental challenge in materials science. Currently two different approaches exist:
(i) three-dimensional X-ray diffraction microscopy (3DXRD), a set of techniques which may be regarded as extensions
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Fig. 14. (a) Overview of the acquisition geometry for diffraction contrast tomography. The footprint of the direct beam (light gray) fills only part
of the field of the 2D detector system, which is set close to the sample in order to capture diffraction and absorption information, simultaneously;
(b) 3D rendition of the reconstructed grain microstructure of a stainless steel wire sample, containing about 500 grains.

to the monochromatic beam rotation method (see e.g. [76] for a recent review); and (ii) differential aperture X-ray
microscopy (DAXM) [77], a wire scanning method based on white beam Laue diffraction employing a point focused
synchrotron beam.

Whereas 3DXRD allows for in-situ characterization of millimetre sized sample volumes (shape, orientation, aver-
age strain state of the grains) with a spatial resolution of the order of 5–10 µm, DAXM provides access to the local
strain and orientation distribution of reduced sample volumes (typically tens of micrometers) with down to 1 µm res-
olution. However, neither of these diffraction techniques can provide information concerning the local composition
of the material and/or the presence of defects inside the material. These complementary aspects of a material’s mi-
crostructure can typically be imaged with the help of X-ray absorption or phase contrast microtomography (see e.g.
[5] for a recent overview).

Here we present first results from a novel tomographic imaging technique, which combines the principles of X-ray
absorption and X-ray diffraction imaging. The technique is termed diffraction contrast tomography (DCT) [78,79],
underlining its similarity to conventional absorption contrast tomography with which it shares a common experimen-
tal setup. Applicable to the case of plastically undeformed, polycrystalline materials, the grains are imaged using
the occasionally occurring diffraction contribution to the X-ray attenuation coefficient each time a grain fulfils the
diffraction condition (Fig. 14). A large number of diffraction spots (up to several ten-thousands) are acquired on the
2D high resolution detector system situated closely behind the sample. With the help of an automated image analysis
procedure [79] these diffraction spots are paired with their corresponding extinction contrast in the direct beam. Based
on spatial as well as crystallographic constraints, the spot pairs are then sorted into sets, belonging to the same grain.
Finally, the 3D shapes of each of these grains are reconstructed individually from the limited number of projections
available (several tens per grain) using an algebraic reconstruction technique [80]. After re-assembling the grains into
a common volume data-set, one may now visualise the 3D grain microstructure together with other features (e.g.
cracks, inclusions), visible in the absorption image acquired at the same time. As an illustration, Fig. 14(b) shows a
3D rendition of such an reassembled grain volume taken from a 400 µm diameter stainless steel wire.

The technique is applicable to polycrystalline mono and multiphase materials and allows characterizing sample
volumes containing several hundred grains in terms of 3D grain shapes (about 10 µm accuracy), crystallographic
grain orientation (within 0.1 degree) and the 3D microstructure visible in X-ray absorption and/or phase contrast
(defects, density variations, etc.). However, the current methodology requires the use of materials containing grains
with low internal orientation spread (<0.5 degrees). In the case of metals, such low levels of orientation spread can
typically only be found in recrystallization or solidification microstructures.

As possible applications one may, for instance, consider the characterization of undeformed, polycrystalline sam-
ples before exposing the material to chemical and/or mechanical degradation processes such as stress corrosion
cracking or fatigue crack propagation (work in progress). The grain mapping, as well as the characterization of the
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subsequent crack propagation can be performed on the same instrument, taking advantage of the in-situ imaging ca-
pability of state of the art microtomographic imaging instruments. Experimental data of this type are currently scarce
and will provide invaluable input for various types of models and numerical simulations.

5. Conclusion

Micro-analytical and micro-imaging techniques aim at screening samples at various levels of information, ranging
from elemental, chemical to structural and inhomogeneities. Most natural or man-made systems possess properties
that almost always depend on the specific hierarchy of chemical components, and their organization at different length-
scales. Therefore, an understanding of macroscopic function requires insights on microscopic structure and dynamics
on all length-scales down to the molecular and atomic levels. The SR-based imaging and analysis techniques de-
veloped over the last years allow identifying the sample areas associated to a physical feature (density, orientation,
composition, defects, etc.). They provide maps of the relevant parameters, or, increasingly, the local evolution of these
parameters under the application of an external field (stress, temperature, electric or magnetic field, . . . , or time).
These investigations address a wide variety of topics, which include in-situ studies such as phase transformations,
dynamics, reactions, simulated manufacturing conditions, deformation/damage, environment and cultural heritage re-
lated topics. The increasing use of these techniques by new scientific communities shows the need of pushing their
temporal and spatial resolutions limits, but also indicates the trend for an increased automation.
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