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Abstract

Ion acceleration driven by the radiation pressure of circularly polarized pulses is investigated via analytical modeling and
particle-in-cell simulations. Both thick and thin targets, i.e. the “hole boring” and “light sail” regimes are considered. Parametric
studies in one spatial dimension are used to determine the optimal thickness of thin targets and to address the effects of preformed
plasma profiles and laser pulse ellipticity in thick targets. Three-dimensional (3D) simulations show that “flat-top” radial profiles
of the intensity are required to prevent early laser pulse breakthrough in thin targets. The 3D simulations are also used to address
the issue of the conservation of the angular momentum of the laser pulse and its absorption in the plasma. To cite this article:
A. Macchi et al., C. R. Physique 10 (2009).
© 2009 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

Résumé

Théorie et simulation de l’accélération des ions par impulsions laser à polarisation circulaire. L’accélération des ions par la
pression de radiation des impulsions laser avec polarisation circulaire a été étudiée à l’aide de modèles analytiques et de simulations
“particle-in-cell”. Les deux régimes de cibles épaisses et minces, c’est-à-dire de “hole boring” et “light sail” ont été considérés.
Des études paramétriques dans une dimension spatiale ont été réalisées afin de déterminer l’épaisseur optimale des cibles minces
et pour étudier l’effet des profils de densité plasma préformés et l’effet de l’ellipticité de l’impulsion dans cibles épaisses. Les
simulations tridimensionnelles (3D) montrent que des impulsions avec des profils radiaux plats en intensité sont nécessaires pour
prévenir la pénétration de l’impulsion à travers la cible. Les simulations 3D ont aussi été utilisées pour étudier la conservation du
moment angulaire de l’impulsion laser et son absorption dans le plasma. Pour citer cet article : A. Macchi et al., C. R. Physique
10 (2009).
© 2009 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
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1. Introduction

Radiation Pressure Acceleration (RPA) is a possible route to the acceleration of ions up to energies in the relativistic
domain (GeV/nucleon), alternative to the Target Normal Sheath Acceleration (TNSA) mechanism which explains ion
acceleration from thin solid targets in present-day experiments (see [1] for a review). The interest in RPA was stimu-
lated by Particle-In-Cell (PIC) simulations of Esirkepov et al. [2,3] showing that at intensities I > 5 × 1021 W cm−2

RPA starts to dominate over TNSA, and that at I � 1023 W cm−2 and using a thin foil target, an efficient generation
of GeV ions and a linear scaling of ion energy vs. the pulse energy may be obtained. These characteristic features of
RPA, very appealing for foreseen applications of ion acceleration, may be qualitatively understood using the simple
model of a perfectly reflecting mirror accelerated by a normally incident plane wave. Due to the Doppler effect, the
frequency ω of each incoming photon reflected by the mirror moving at the velocity V = βc in the laboratory frame is
downshifted to ω′ according to the relation ω′ = ω(1 − β)/(1 + β), so that almost all of the energy h̄ω of the photon
is delivered to the target in the limit β → 1 and, since the number of photons is conserved for a perfect mirror, a
complete conversion of the wave energy into mechanical energy is obtained.

Intensities exceeding 1023 W cm−2 are not available yet, but a dominance of RPA over TNSA may be already
obtained at much lower intensity if a laser pulse with circular polarization (CP), instead of linear polarization (LP), is
used. In fact, in such conditions the acceleration of “fast” electrons at the laser–plasma interface is almost suppressed,
ruling out TNSA which is driven from the space charge produced by energetic electrons escaping in vacuum. The
suppression of fast electrons for CP can be understood by noting that models of electron acceleration at a sharp
plasma surface ([4,5] and references therein) require the driving force to have an oscillating component along the
density gradient. For normal incidence, such component is given by the J × B term at 2ω (with experimental evidence
given by Ref. [6]) which however vanishes for CP (see Section 2 for a discussion based on a simple model).

Radiation Pressure Acceleration using Circular Polarization (CP-RPA) was first studied by our group [7,8] by
considering “thick” targets, such that during the laser pulse only a finite layer of the target at its front surface is ac-
celerated, forming a dense bunch of ions (neutralized by “cold” electrons) entering the target. Dramatic differences in
ion acceleration were observed between CP and LP [7,8]. Later, three groups [9–12] studied the acceleration of “thin”
foils, such that the whole target is accelerated. In this regime, the use of CP is particularly important to prevent the foil
expansion due to the “thermal” pressure of electrons, allowing the acceleration of the target as a single “rigid” object
and preserving the inherent monoenergeticity after the acceleration stage. In good accordance with the predictions
of the “mirror” model, it was found that sub-micrometric targets may be accelerated up to energies corresponding
to GeV/nucleon using petawatt pulses with picosecond duration, which are feasible with current technology. This
perspective has stimulated additional theoretical and numerical investigations [13–16].

In this article, we review our analytical and simulation work [7,8,17,18] on both the “thick” and “thin” regimes
of CP-RPA which are also named “hole boring” (HB) and “light sail” (LS) regimes, respectively. Most recent work
from our group included a) a study of the “optimal” target thickness in the LS case, b) a preliminary evaluation of
“preplasma” effects, and c) three-dimensional (3D) simulations of CP-RPA to address in particular the issue of the
absorption of the angular momentum of the laser pulse by the plasma.

2. The role of the pulse polarization: a simple model

A simple and possibly pedagogical “minimal” model to show the role of the polarization in laser interaction with
an overdense plasma at normal incidence may be described as follows. We assume a plane, elliptically polarized wave
of frequency ω incident on an overdense plasma with a step-like profile of the electron density ne(x) = n0Θ(x), and
ωp > ω being ωp = √

4πn0e2/me the plasma frequency. For sufficiently low intensity (neglecting relativistic and
strong charge separation effects) the vector potential inside the plasma has the form

A(x, t) = A(0)√
1 + ε2

e−x/dp (ŷ cosωt + εẑ cosωt) (1)

where dp = c/
√

ω2
p − ω2 and ε is the ellipticity (0 < ε < 1). The longitudinal force on electrons due to the v×B term

is then obtained as

Fx = − e2

2
∂xA2 = F0e−2x/dp

(
1 + 1 − ε2

2
cos 2ωt

)
(2)
2mec 1 + ε
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where F0 = (e2A(0)2/2dpmec
2). By solving the equations of the longitudinal motion of electrons for the secular and

2ω components we obtain the electric field and the electron density perturbation

Ex = F0

e
e−2x/dp

(
1 + 1 − ε2

1 + ε2

cos 2ωt

1 − 4ω2/ω2
p

)
, δne = − 1

4πe
∂xEx (3)

The denominator in the oscillating term of Ex arises from the resonant excitation of plasma oscillations when
2ω = ωp . For LP (ε = 0), the peak amplitude of the oscillating term is larger than the secular term, and as a con-
sequence some electrons are dragged into the vacuum side, as can be evidenced by calculating the quantity

	Ne(t) =
+∞∫
0

δne dx = F0

4πe2

(
1 + 1 − ε2

1 + ε2

cos 2ωt

1 − 4ω2/ω2
p

)
(4)

When 	Ne(t) > 0, electrons are piling up inside the plasma and a positive surface charge appears to ensure quasineu-
trality. However, if the oscillating term becomes larger than the secular one (and this always happens if ε = 0, i.e. for
LP), 	Ne(t) < 0 occurs implying that some electrons cross the x = 0 surface entering the vacuum side. In this case
a regular, periodic solution does not exist anymore. This is a signature of the onset of self-intersection of electron
trajectories in vacuum leading to heating and appearance of fast electron “jets” twice per laser cycle. For CP (ε = 1),
however, the oscillating terms vanish, the electric force on electrons balances the ponderomotive force (Fx −eEx = 0)
and no electron heating occurs. The model suggests an ellipticity threshold εT = (ω2

p/2ω2 − 1)−1/2 such that for
ε > εT we have 	Ne(t) > 0 at any t , and “vacuum heating” should be inhibited.

These conclusions can be verified to hold also at higher intensity with numerical methods. For example, a PIC
simulation with fixed ions and a CP, semi-infinite laser pulse with a sufficiently slow rising edge shows that the
equilibrium profiles of Ex and δne are in excellent agreement with an exact analytical solution including relativistic
and strong charge separation effects [19,20].

3. Thick targets: density breaking and ion bunch generation

The electrostatic field Ex created by the electron displacement accelerates ions modifying the density profile.
A self-consistent, time-dependent solution of the wave penetration is not available. In Ref. [7] a phenomenological
model giving simple analytical solutions and accounting for the most prominent features observed in simulations for
the “thick” target or “hole boring” regime was obtained by taking an “ad hoc” spatial and temporal profile of the
ponderomotive force Fx and assuming the quasi-equilibrium condition for electrons to hold as the ions move. A brief
description of the model is given in Fig. 1 and its caption.

The equations of motion are valid until the time τb at which all the ions initially located in the layer of electron
compression (xd < x < xs in Fig. 1) reach the point x = xs ; here, the ion density becomes singular and the fastest
ions overcome the slowest ones so that hydrodynamical or “wave” breaking for the ion fluid occurs. At the time ti , the
maximum ion velocity and the corresponding energy for a laser pulse of constant intensity are given by

vim

c
= 2

√
Z

A

me

mp

nc

ne

aL, Em = 1

2
miv

2
im = 2Zmec

2 nc

ne

a2
L (5)

where aL = 0.85(Iλ2/1018 W µm2/cm2)1/2 is the laser amplitude in dimensionless units. These formulas are valid
for non-relativistic ion velocities; relativistic corrections are considered in Ref. [16].

The details of the ion spectrum depend on the highly transient stage of wave breaking and may be studied mostly
via simulations. Fig. 1b) shows three snapshots from a 1D PIC simulation, showing the generation of the electrostatic
field, the very strong spiking of the ion density at the instant of wave breaking and the formation of a short-duration,
high-density “bunch” moving in the forward direction at velocity �vim. The heating of electrons is significant only
around the “breaking” event and the electron energies are lower by nearly two order of magnitudes than the value
observed for LP interaction at the same intensity [7,8]. A detailed study of the dynamics of wave breaking in a very
similar context has been reported in Ref. [21].
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Fig. 1. a): model for RPA of ions at the front target surface [7,17]. The plots show the spatial profiles of Ex (red), ni (blue) and ne (green) at
three different times. The ponderomotive force Fx = eEx in the region where ne �= 0. Due to conservation laws, model parameters are related
by E0 = 4πen0xd , n0xs = np0(xs − xd ), and E0enp0(xs − xd )/2 � 2I/c where xs − xd � c/2ωp . At the time t1, ions have not moved yet
and electrons have been pushed creating the charge separation field; at t2, Ex accelerates ions and pile them up in the evanescence region, while
electrons rearrange themselves to keep the force balance condition; at t3, the density peaks up to infinite values since all ions starting from the
xd < x < xs get to the point x = xs at the same time, and “wave breaking” occurs. b): 1D PIC simulation of the interaction of a short CP laser
pulse with an overdense, step-boundary plasma [17]. The figure shows ni and Ex (top row) and the (x,px ) phase space distribution for ions (fi ,
middle row) and electrons (fe , bottom row) at different times in units of the laser period TL . The laser pulse has peak amplitude a = 2 and duration
τ = 6TL (FWHM). The initial density is n0 = 5nc where nc is the cut-off density. The x coordinate is normalized to λ, the density to nc , the
electric field to meωc/e and the momenta to mec and mic, respectively.

Some further insight into the dynamics of ion bunch formation is obtained by looking at simulations with elliptical
polarization for different values of the ellipticity ε, since this allows to vary the relative importance of secular and
oscillating components in the accelerating fields. They are also of interest to test the sensitivity of the RPA regime to
values of ε < 1 as it may occur in experiments. The snapshots shown in Fig. 2 for simulations having the same plasma
target and a laser pulse of fixed energy and duration but different values of ε show the tendency to the formation of
multiple ion “bunches”. This effect may be explained by noting that, due to the oscillating component in Ex , ions
now cross the evanescence point at different times corresponding to positive maxima of Ex . The phase space for
ε = 0.5 shows the “X”-type structure whose origin has been discussed in Ref. [21]. The electron heating is observed
to increase as ε decreases from 1 (CP) to 0 (LP). Very recently a similar study has been reported in Ref. [22], showing
a “threshold” value for ε which depends weakly on the laser intensity. This is in qualitative agreement with our
simple model (Section 2) where the intensity dependence may arise in the resonant denominator due to the relativistic
correction to the plasma frequency ω2

p → ω2
p/

√
1 + a2.

Parametric 1D runs were also performed to study the effect of a “preplasma”, i.e. a density profile smoother than a
step-like one, which could be typically produced in experiments by a prepulse preceding the ultrashort, superintense
pulse. Such study is also of interest because the scaling laws (5) predict the ion energy to be inversely proportional to
the density. Although these relations have been obtained for a step-like profile, they suggest that in a preplasma the
interaction occurs near the ne � nc layer leading to higher ion energies. This effect was confirmed in the preliminary
simulations shown in Ref. [18], which show that ion bunch formation occurs also in a preplasma, suggesting the
possible use of prepulse control to achieve higher energies. The dependence of ion energy and conversion efficiency
(defined as the ratio of the total energy of the ions over the energy of the laser pulse) on the density scalelength
L = nc/|∂xn0|n0=nc for a given laser pulse are shown in Fig. 2b).

In general, because of the large value of ne/nc (∼102) for solid densities and the typical laser wavelength ∼1 µm,
any possibility (e.g., by special target materials) to achieve a laser–plasma interaction at smaller values of nc/ne would
be important to obtain high ion energies in the “hole boring” regime. We note that, usually, 2D and in particular 3D
simulations are performed for relatively small values of ne/nc because of computational limitations, since the need
to resolve length scales smaller than c/ωp ∼ 1/

√
ne and density regions where ne < nc forces to use large numbers

of small cells and large numbers of particles. At least, an estimate of the scaling of all relevant quantities such as
ion energy and conversion efficiency with ne is thus needed to extrapolate simulation results to feasible experimental
parameters.
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Fig. 2. Results from parametric 1D simulations. a): snapshots of ni and fi(x,px) (in log10 scale) from simulations with different ellipticity ε.
Common parameters to all runs are n0 = 10nc , a = 2, and τ = 12TL . b): interaction with preformed plasmas [18]. Conversion efficiency (red filled
diamonds, solid line) and peak energy (blue empty diamonds, dashed line) of ions as a function of the density scalelength L in preplasma and the
laser amplitude a. The density profile is described by a ∼(x − x0)4 function up to a peak density n0 = 16nc . The pulse duration τ = 9TL .

4. Thin targets: optimal thickness and heating effects

The analysis of the RPA dynamics for “thick” targets outlined above now allows us to define “thin” targets in this
context. In thick targets, after wave breaking the fastest ions overturn the slowest ones, penetrate into the overdense
plasma and are not accelerated anymore. To obtain high energies the laser pulse must be able to repeat the acceleration
stage over the same ions. Thus, the target thickness must be close to the depth of the compression layer (the parameter
�s = xs − xd in Fig. 1) in order for repeated or “cyclic” RPA to occur. If the solid target contains hydrogen ions,
they will gain higher velocity in a first stage, but overturning other ions they will be screened by the laser pulse
until heavier ions reach them. Thus, ions of different Z/A ratio will tend to ultimately be accelerated to the same
velocity, so that RPA of thin foils appears to be most suitable for the acceleration or ions heavier than protons, e.g.,
carbon.

Although due to the above considerations the target may not be considered as a “rigid” object, the accelerating
mirror or “light sail” model gives reasonable estimates for the target velocity V = βc as a function of the laser pulse
energy. The equations of motion are

d(γβ)

dt
= 2I (t − X/c)

ρdc2

1 − β

1 + β
R(ω′), dX

dt
= βc (6)

where ρ and d are the mass density and thickness of the mirror and R is its reflectivity, which can be written as a
function of the pulse frequency in the rest frame ω′. An analytical solution is found for R = 1 and constant intensity

γβ =
[

sinhψ(t) − 1

4 sinhψ(t)

]
, ψ(t) = 1

3
arcsinh

(
6I t

ρdc2
+ 2

)
(7)

Higher velocities and efficiency are expected for lighter targets, but as ρd decreases the target tends to become trans-
parent to the laser light. One thus expect to find an “optimal” thickness dopt to exist for a given laser intensity. Fig. 3a)
shows a set of 1D parametric simulations in a range of presently accessible intensities (1019–1021 W cm−2). It is found
that dopt increases with pulse intensity (presumably due to induced relativistic transparency) and has typical values of
≈10−2 µm. Such ultrathin targets are technologically feasible but will require the complete suppression of prepulses
in experiments.

We obtained an analytical solution for the motion of the mirror even in the case of partial reflectivity by using for
the latter the model of a “delta-like” foil [23] and including the effects of self-induced transparency. The resulting
energy per nucleon as a function of the target thickness and the pulse fluence (energy per unit surface) is shown in
Fig. 3b). There is qualitative agreement with the numerical simulations although the model predicts lower ion energies.
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Fig. 3. a): energy conversion efficiency (red filled diamonds) and peak energy per nucleon (blue empty diamonds) as a function of the target
thickness d and pulse amplitude a from 1D PIC simulations [18]. Common parameters to all runs are τ = 9TL , ne = 250nc and Z/A = 1/2.
b): analytical calculation of the energy per nucleon as a function of the areal density ned of the target and of the pulse fluence. c): energy spectra
of ions and electrons from a simulation of the interaction of a 400 fs, 1.8 × 1020 W cm−2 pulse with a 0.056 µm thick carbon target (ne = 250nc),
for two different times (in fs).

A simple energy balance argument shows that to accelerate a solid target of “optimal” thickness ≈10−2 µm up to
velocities corresponding to energies per nucleon ≈1 GeV, a pulse energy per unit surface ≈108 J cm−2 is needed.
The width of the energy spectrum is also an issue. The simulation results shown in Fig. 3c) show that a spectrum with
�5% spread is obtained at the end of the laser pulse. However, some broadening of the energy spectrum is observed
also after the acceleration stage. This seems to be related to a relatively abrupt increase of the absorption fraction into
electrons near the end of the laser pulse, as the radiation pressure decreases. The resulting electron “temperature”,
although orders of magnitude lower than the quiver energy, may be sufficient to cause some expansion of the thin foil
and to broaden the ion spectrum.

5. Multi-dimensional effects

The above analysis is based on 1D modeling and simulations, which for example do not account for effects related
to the finite transverse size of the laser pulse. As an obvious consequence, the intensity distribution implies that the
radiation pressure on the plasma is inhomogeneous, leading to a broader ion energy spectrum, with less energetic ions
at the periphery of the laser spot. Moreover, a finite pulse waist of radius rL implies longitudinal field components
E‖ ≈ (λ/rL)E⊥ at the edge of the spot, causing local heating of electrons. The bending of the plasma surface caused
by hole boring or foil deformation also increases the electron heating because the local angle of incidence does not
vanish anymore. However, 2D simulations [7,8,11,12] show that these effects do not cause a failure of the CP-RPA, and
the differences with the LP case are still evident [8]. It has been shown that pulses with a “flat-top” (e.g., supergaussian)
[11] intensity profile allow to preserve a narrow ion spectrum and a very low divergence (a few degrees).

The onset of surface instabilities, e.g. of density rippling, has also been studied by 2D simulations. A Rayleigh–
Taylor-like instability driven by radiation pressure has been characterized in Ref. [24] for thin foils accelerated by LP
pulses. However, the comparison of thick targets simulations for CP and LP show that the surface instability is weaker
for CP [17]. This suggests that additional effects besides RPA contribute to the dynamics of the instability.

Since a CP wave carries a net angular momentum, conservation of the latter poses an additional constraint on
the interaction. This gives a specific motivation for 3D simulations of CP-RPA. The issue of angular momentum
absorption in the plasma has been studied in the past mostly for underdense plasmas and in close connection with
the Inverse Faraday Effect, i.e. the generation of axial magnetic fields, and apparently it has often been a subject
of controversy and misunderstanding (see e.g. [25,26] and references therein). In the present context it is noticeable
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Fig. 4. Three-dimensional simulations of CP-RPA of a thin foil target. a): the ion density ni at t = 40TL for two different radial profiles of the
laser intensity, a supergaussian ∼exp(−r4/r4

s ) or “flat-top” (left) and a Gaussian ∼exp(−r2/r2
g ) (right) profile, with rs = 2.5λ and rg = 2.4λ.

Common simulation parameters are n0 = 16nc , d = 0.4λ, a = 5 and τ = 10TL . b): the azimuthal ion current Ji,ϕ averaged over the transverse
plane (y, z), t=130 fs versus longitudinal coordinate, showing the angular momentum absorption into ions [18]. The black and red lines correspond
to an average over a circle with radius r = 4.5λ and 2.5λ, respectively, around the x-axis.

that, according to the accelerating mirror model, absorption of angular momentum by the target may vanish even for
nearly complete energy absorption. In fact, the photon “spin” is h̄ and independent from the frequency, while in the
reflection of a photon from the mirror the direction of the spin is not reversed (as it happens for the momentum), so that
the conservation of photon number in any frame implies that no angular momentum is absorbed by the target at all.
Thus, the amount of angular momentum absorbed during CP-RPA gives an indication of non-adiabatic or dissipative
processes at play in the laser–plasma interaction.

Fig. 4a) shows a 3D snapshot of the ion density for two simulations having identical parameters but different radial
profiles of the intensity, i.e. a Gaussian and a supergaussian “flat-top” profile. The thickness of the target was chosen
to be close to the “optimal” value inferred from the 1D parametric study. However, for the Gaussian pulse case, the
lateral expansion of the central region of the target causes an early breakthrough of the laser pulse through the plasma,
with a detrimental effect on the ion acceleration. The use of a “flat-top” pulse prevents the breakthrough and leads to
an ion beam with very low divergence and energy values close to those inferred from the 1D analysis.

The fraction AL of the angular momentum of the pulse transferred to the plasma was evaluated directly from
the phase space distribution of the particles and compared to the energy absorption AE . It is found that AL � AE

showing that a substantial part of the energy is absorbed via non-adiabatic processes (i.e. violating the conservation
of photon number). It is noticeable that the density of axial angular momentum of the incident pulse is given by
�x = �x(r) = − r

2cω
∂rI (r), which peaks at the edge of the beam where the axial components of the oscillating electric

field have their maximum, i.e. where most of the electron heating occurs. Thus, non-adiabatic heating of electrons
at the edge of the beam is likely to provide a channel for angular momentum absorption. However, the simulations
show that eventually, after the end of the laser pulse, most of the absorbed angular momentum is given to ions. The
absorption of angular momentum should lead to a torque on the ions and to the appearance of a steady azimuthal
current. Such a net current can be evidenced by an average over the transverse plane, as in Fig. 4b), as the actual
distribution is rather complicated. No regular magnetic field is found on the axis, i.e. there is no significant Inverse
Faraday Effect associated to CP-RPA.

6. Discussion

The “light sail” regime of CP-RPA is very attractive for the possibility to accelerate a large number of ions (pre-
sumably of carbon or heavier elements) to GeV energies. The scheme requires ultrathin targets and, consequently,
laser pulses with extremely high contrast [27]. Our simulations show that, in addition, flat-top intensity profiles may
be crucial to reach the highest energies as well as to achieve high collimation and a monoenergetic spectrum.

The thick target or “hole boring” regime allows one to reach much lower energies with present-day intensities and
solid target densities. However, this regime requires less critical conditions than the “light sail”, and may be useful for
applications requiring high densities of ions with moderate energies (up to a few MeV). Moreover, our preliminary
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study of RPA in preformed plasma profiles suggest that the scaling with density allows to obtain energies higher than
the values expected for solid densities and same pulse parameters. It might be also of interest to investigate RPA with
CO2 pulses in gas jets, where the gas density can be tuned to be only slightly over nc and, in addition, high repetition
rates would be possible.

Presently, no experimental results on CP interaction at normal incidence (or in conditions significantly close to
such “optimal” conditions) have been reported yet in publications, but devoted experiments are planned or have
been proposed in several facilities. For interactions with linearly polarized pulses, radiation pressure effects have
been claimed to play a dominant role in a few experiments for different conditions [28–30] as well as in several
phenomena observed in simulations (e.g. “laser piston” [2], surface rippling [24] or “shock acceleration” [31]). The
study of circularly polarized interactions, besides its potential for ion acceleration, may be very useful for a detailed
understanding of radiation pressure effects as these latter can be separated from effects due to fast electrons.
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