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The article discusses, in the context of nanotechnology, whether current concepts of
chemical risk assessment can be used to assess nanorisk. Nanorisk can be defined from
the narrow (eco)toxicological perspective to the broader sense to include societal/cultural
impacts or even to the fundamental philosophical level, i.e. questioning societies need
for the technology. We outline here the limitations of chemical risk assessment and
other recent proposed risk governance paradigms in relation to nanotechnology and
nanomaterials, including its inability to include societal risks (ownership, privacy, security,
nanodivide,1 convergence of nano-, bio-, etc.) and metaphysical risk (including the lay
persons perspective on the risks of nanotechnology). Finally, we outline the fundamental
principles and criteria that an alternative comprehensive framework should be based on.
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r é s u m é

Cet article est une discussion sur des concepts habituellement utilisés dans le cadre
du risque chimique, lorsqu’il s’agit d’évaluer les risques liés aux nanotechnologies, que
nous appellerons, nanorisques. Le nanorisque peut être défini suivant des perspectives
variées depuis celle, restreinte, du risque éco-toxicologique à celle plus large de l’impact
sociétal ou culturel, voire sous l’angle plus philosophique du questionnement de la
pertinence du besoin en technologies de la société. Nous résumerons les limitations des
évaluations du type « risque chimique » et de celles d’autres schémas de gouvernance des
risques récemment proposés en relation avec les nanotechnologies ou les nanomatériaux,
en particulier leur incapacité à prendre en compte le risque « sociétal » (propriété de
technologies, vie privée, sécurité, « fracture nano »,2 convergence nano-bio, etc.) et le risque
« métaphysique » (notamment l’avis du profane sur ces risques). Finalement, nous définirons
les principes fondamentaux et les critères sur lesquels un cadre prenant en compte
l’ensemble de ces questions devrait être fondé.

© 2011 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
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1. Introduction

Nanotechnology as a science has come a long way since Feynman in his now famous lecture “There is plenty of room at
the bottom” in 1959, first explored some of the distinguishing concepts that would later become known as nanotechnology.
In this lecture he described a process that uses a set of precise tools that would allow the manipulation of individual atoms
and molecules [1]. The term to describe this process, nanotechnology, was later in 1974, coined by Norio Taniguchi in the
context of semi-conductor processes. He defined nanotechnology as the processing of separation, consolidation, and defor-
mation of materials by one atom or by one molecule [2]. Initially, nanotechnology was driven by basic scientific research
and the accompanying individual scientific breakthroughs including the discovery of a number of nanomaterials such as
fullerenes, quantum dots and carbon nanotubes, along with the invention of the scanning tunnelling microscopy and atomic
force microscopy [3–5].

Today nanotechnology is an established area of cross disciplinary research, as well as a billion dollar industry. How much
nanotechnology contributes to the global economy is a controversial issue in itself. A recent report by BCC research claims
that total global sales revenues for nanotechnology were US$11.6 billion in 2009, and are expected to reach more than
US$26 billion by 2015 [6]. This is of course a substantial contribution, but much lower than the earlier estimate by the US
National Science Foundation of $1 trillion by 2015. Larger revenue estimates of US$1.5 trillion to US$2.9 trillion by 2014 rely
on the concept of market being defined more widely, to include the value of nano-enabled products [7], rather than ‘just’
looking at nanomaterials, nanodevices and nanotools.

Much of nanotechnology literature emphasises nanotechnology as the engines of the next industrial revolution and ex-
tols the incredible benefits that nanotechnological innovation is predicted to bring [8]. While research and policy decisions
emphasising risk (e.g. see [9,10]) are, of course, not absent, it is relatively rare that the risk issues are discussed comprehen-
sively under one framework. A particular framework might address one or the other aspect of nanotechnology associated
risk, but none of them include risk issues ranging from the narrow (eco)toxicological concerns to the broad societal/cultural
impacts to the fundamental issues, i.e. questioning societies need for the technology. The purpose of this dominant narrative
of linking the idea of progress with technological innovation is to privilege presumed benefits over as yet unknown risks.
It is therefore rare for risk issues to be discussed together with innovation on an equal basis, despite the fact that these
influence each other greatly [11].

Non-governmental actors (unions, environmental NGOs) and commentators view nanotechnology from a distant exis-
tential risk [12] to a concern regarding the potentially toxic impact of nanomaterials on humans and the environment [9,
13–15].

SwissRe [16] raised the alarm bells, when it concluded that because of certain physical similarities between asbestos
and certain carbon nanotubes the latter may have the potential to cause similar harm. Asbestos causes, usually after an
extended incubation period, mesothelioma, a cancer that affects the lining of internal organs, especially the lung and the
stomach. Preliminary studies by Poland and co-workers [17] indeed found that long and entangled multiwalled carbon nano-
tubes introduced into the abdominal cavity of mice produced asbestos-like pathogenicity. Interestingly, short and entangled
multiwalled carbon nanotubes did not cause these effects. Donaldson et al. [18] hypothesised that other high aspect ratio
nanoparticles (HARN) may also cause inflammation of the lung or even induce mesothelioma.

In contrast, many nanotechnology scientists, scientists and governments seem to assume that nanotechnology and nano-
materials are relatively safe and that concerns about risks are overblown [19]. This apparent asymmetry between the
intended benefits and the unforeseen harm nanotechnologies may harbour, results in presumed benefits appearing more
immediate, knowable and predictable, especially to those close to the ‘production’ of such technologies. The possible and as
yet hidden hazards tend to recede and become more unlikely as the effects of benefits are focused upon [20].

A key question in the above context then is who is responsible for the risks, who bares or will bare the costs and who
will asses and manage the risks and which principles and criteria will they use to guide the assessment and management
of known and unknown risks.

Numerous commentators (e.g. [21,22]) have drawn an analogy between genetically-modified-organisms (GMOs) and
nanotechnology and how the backlash against the former should inform risk communication/management on the latter
about the need to address the social and ethical dimensions of nanotechnology with the aim to ensure nanotechnologies
‘acceptance’ within the wider community. Increasingly governments have also realised that public trust and acceptance of
new technologies is a necessary, but not easily achievable component of technology adoption in the 21st century [23]. A key
issue in drawing this analogy is that it leads to the belief that the main role of public engagement is to make technolog-
ical innovations acceptable to the public and avoid resistance to them, rather than drawing the public into an active role
in determining the direction of technological innovations. In the latter case, the public would through various democratic
processes be involved in setting the objectives and constraints of (nano)technology research and how they can be pursued.
It would then be the project of science and industry to turn these objectives, taking into account societal constraints, into
economically viable technologies [24].

In this article, we will first discuss the current understanding of what risks are and especially nanorisk and how some
commentators envision that chemical risk assessment can be used to assess nanorisk. We then outline the limitations of
chemical risk assessment and other recent proposed risk governance paradigms in relation to nanotechnology and nanoma-
terials, for instance, its inability to include societal risks (ownership, privacy, security, nanodivide, i.e. in the sense of Global
South versus Global North convergence of nano-, bio-, etc.) and metaphysical risk (including the lay persons perspective on
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the risks of nanotechnology). Finally, we outline the fundamental principles and criteria that an alternative comprehensive
framework should be based on.

2. Current understanding of what risks are and especially nanorisk

Renn [25] defines risk broadly as “the likelihood that an undesirable state of reality (adverse effects) may occur as a result
of natural events or human activities”. This definition implies, at its most general level that there are outcomes (positive
or negative), the likelihood of these outcomes occurring, i.e. uncertainty and a specific context in which the outcomes may
occur. Technically then, risk is the probability that an undesirable outcome (hazard) multiplied by the magnitude of the
impact, will occur [26].

Conventionally and in the context of many risk assessment paradigms (technical, mathematical and model-based), risk
is viewed as physical risk – i.e. physical harm to humans, cultural artifacts or ecosystems. Risk events are averaged out over
time and space and probabilities are estimated to determine the likelihood of an event occurring [25]. Risk itself is then
defined as hazard multiplied by exposure.

Key risks of nanotechnology have been defined by various commentators under the main headings of:

• Human health and environment, i.e. physical harm to human health or impact environmental organisms, ecosystem
structure and functioning;

• Ownership of technology and accountability, i.e. cooperate ownership and development of technologies that may be of
great benefit to society without seemingly being held accountable should these turn out to entail risks;

• Privacy, security, surveillance and human enhancement, i.e. concerns have been raised about small “nanospy” – cameras
and tracking devices as well as artificial organs and muscles developed via nanotechnology and nanomaterials;

• Equity of access, and impacts on national economies and industries, i.e. nanotechnology R & D is highly resource in-
tensive on the one hand as well as it being a technology that might give substantial competitive advantages to some
members of society. This again can disrupt national economies and industries and maybe even societies at a pace not
seen or experienced before;

• Public involvement in technology development, i.e. lack of public involvement in decisions about a substantial level of
public funding being invested into nanotechnology R & D and decision about which areas of the technology should and
should not be pursuit [27];

• The emergence of a global nanodivide, i.e. nanotechnology R & D is highly resource intensive and hence not all
economies have equal access to beneficial technologies and materials and hence concern has been raised that there
will be a divide between the Global South and the Global North [28];

• Concerns about the risk of the development and convergence of nanotechnology, biology and computer technology,
i.e. development of a combination of technology, biological organisms with artificial intelligence. In the extreme case
human cyborgs [29].

3. Can the chemical risk assessment paradigm be applied to nanotechnology?

In most countries existing regulation of nanomaterials is highly dependent on (eco)toxicological data and risk assess-
ments to support and implement regulations. When risk assessment of nanomaterials is discussed, it is often narrowly
portrayed as an extension of chemical risk assessment, consisting of four parts: hazard identification, dose-response assess-
ment, exposure assessment, and risk characterisation.

A number of studies have reported having completed risk assessments or modelled risk assessment for selected nano-
materials such as CeO2-based (cerium oxide) diesel fuel additive in the UK [30], and the use of nano-Ag (silver), nano-TiO2
(titanium dioxide) and CNTs (carbon nanotubes) in Switzerland [31]. For instance, Park et al. [30] concluded that “it is highly
unlikely that exposure to cerium oxide at the environmental levels (from both monitored and modelled experimental data) would elicit
pulmonary inflammation”. Assuming worst-case exposure levels, Mueller and Nowack [31] find that the risk quotient3 for
nano-Ag and CNT is less than a one thousandth, and they state that their modelling suggests that currently little or no risk
is to be expected from nano-Ag and CNT to organisms in water and air. Nano-TiO2, on the other hand, might pose a risk to
organism in water, with risk quotients ranging from > 0.7 and > 16. Risk quotients for soil could not be determined due to
lack of information. Considering the results of the work done by Park et al. [30], and Mueller and Nowack [31], it becomes
clear that each element of risk assessment holds general as well as specific limitations and challenges.

In the context of chemical risk assessment, hazard identification can be defined as the “identification of the adverse effects
which a substance has an inherent capacity to cause” [32]. But what if, as in the case of many nanomaterials any potential neg-
ative effects on human health and the environment are still speculative and unsubstantiated. It is still virtually impossible
to systematically link reported nanoparticle properties to the observed effects for effective hazard identification [33].

The second element of chemical risk assessment (i.e. dose-response assessment) holds a number of limitations as well,
when it comes to nanomaterials. Dose-response assessment involves: “. . . an estimation of the relationship between dose, or level

3 Expected exposure concentration divided by to threshold concentration for harmful effects.
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of exposure to a substance, and the incidence and severity of an effect” [32]. The problem in the context of nanotechnology is
that, while conventionally dose refers to ‘dose by mass’, early indications suggest that biological activity of nanoparticles
might not be mass-dependent, but dependent on physical and chemical properties. The key problem for risk assessment is
that currently physical and chemical properties are not routinely considered in toxicity studies [34]. Additionally it remains
unclear whether a ‘no effect threshold’ can be established, what the best hazard descriptor(s) of nanoparticles are and what
the most relevant endpoints might be [33].

Consequently, Hansen et al. [35] proposed, that when estimating the hazard of nanomaterials, one needs to consider
information that assists in describing a nanomaterial from a physical and chemical perspective, i.e. chemical composition,
size, shape, crystal structure, surface area, surface chemistry, surface charge, solubility, and adhesion [36–45]. Unfortunately
information on many of these properties is still largely unavailable for most nanoparticles tested. This lack of information
in turn makes it difficult to identify the key characteristics – or combinations of key characteristics – that are responsible
for hazards described in (eco)toxicological studies of these nanoparticles. Additionally it is conceivable that properties as yet
not identified in the scientific literature may be of relevance for the hazard identification of some nanomaterials.

As the third element of chemical risk assessment, exposure assessment is another key element, as without exposure,
there is no risk. Exposure assessment involves “. . . an estimation of the concentrations/doses to which human populations (i.e.
workers, consumers and man exposed indirectly via the environment) or environmental compartments (aquatic environment, terres-
trial environment and air) are or may be exposed” [32]. But the extensive knowledge (i.e. manufacturing conditions, level of
production, industrial applications and uses, consumer products and behaviour, and environmental fate and distribution)
required to perform meaningful exposure assessment is as yet not available for most nanomaterials. Exposure assessment is
further hindered by difficulties in monitoring nanomaterial exposure in the workplace and the environment, partly due to
the fact that the biological and environmental pathways of nanomaterials are still largely unexplored [46] and unknown and
partly due to the paucity of knowledge and lack of access to information which hampers realistic exposure assessments.

Furthermore, to fully assess the potential impact of a particular nanomaterial it is also necessary to have information on
the entire lifecycle of nanomaterials, e.g. precise levels of nanomaterial production levels and nanomaterial-based consumer
products on the market, air and water emissions of nanomaterials, the uses of nanomaterials for wastewater treatment,
amounts and types of nanomaterials discharged into landfills, waste storage, and waste treatment facilities, size of accidental
releases of nanomaterials, and intentional uses of nanomaterials for environmental remediation and treatment [47].

Resnick and Tinkle [48] describe the risks inherent in nanomaterials to humans and animals through the concept of
exposure route. They claim that due to the diversity of the nanomaterials no generalisation about the safety of them can
be made, and hence they have to be considered more or less individually. A key aspect of each particular nanomaterial is
its physiochemical properties, size and shape. These properties in turn are dependent on the microenvironment that the
material is situated in and these properties may change when a material enters an organism or the microenvironment
changes in some other manner.

Risk characterisation is the final part of chemical risk assessment where all information gathered during the first three
steps of risk assessment comes together [46]. Often risk characterisation boils down to the estimation of a risk quotient,
typically defined as the ratio between the observed or derived no effect level and a predicted exposure concentration. If
this risk quotient is < 1 no further testing or risk reduction measures are needed, whereas further testing can be initiated
to lower the risk quotient, if it is > 1. If the risk quotient cannot be lowered readily below 1, risk reduction could be
implemented [32]. When it comes to nanomaterials, each of the first three elements of risk assessment holds limitations as
noted above. Risk characterisation being the final step in the procedure, may include the sum or perhaps even the product
of the accumulated limitations as conveyed through the calculation of the risk quotients for nanoparticles.

Numerous high-level expert panels have reviewed the state-of-the-science on nanomaterial environmental, health and
safety and there has been a considerable focus on identifying gaps of knowledge and provide recommendations on how
to address and overcome these gaps [49]. Powell et al. [47] and Grieger et al. [49] identify a number of uncertainties
surrounding nanomaterials, including, how to characterise nanomaterials and which parameters to measure, lack of tox-
icity/ecotoxicity data, limited data on of environmental fate and transport of nanomaterials and limited exposure data of
human or environmental exposure data. This focus on lack of scientific knowledge, leads directly to the commonly expressed
belief, that once we have the ‘scientific facts’ on toxicology and environmental impacts of nanomaterials ‘objective’ risk as-
sessment will be possible and that this will then enable us to make informed decisions within a reasonable period of time,
despite large uncertainties about the risks of nanotechnology and nanomaterials.

Brown [50] terms this the ‘New Deficit Model’ and asserts that it has as little validity as the original deficit model [51]
that assigned the lack of knowledge to the general public. The New Deficit Model fails to acknowledge that the key issue
for nanotechnologies is not lack of knowledge, but how to regulate in the face of fundamental uncertainties, including the
reality that it will be arduous to calculate the toxicological data for many types of nanomaterials due the fact that often
tens of different varieties of the one material are manufactured.

Additionally in the assessment of the environmental, health and safety risks of nanotechnology and nanomaterials priv-
ilege is usually given to scientific knowledge that can be measured, weighted and monitored. This ignores the importance
of for instance metaphysical risks (see below) and the importance of values, ethics and tacit forms of knowledge [50] when
judging risk. There are several inherent unavoidable value judgements in risk assessment and a separation of these from
risk management tends to underemphasise these. Furthermore it overemphasises the role of technical experts and hence
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disenfranchises the general public, who ought to be involved and have a voice in risk assessment as well as determining
risk management [52].

Shrader-Frechette argues that societal decision-making (i.e. risk management) involves legal rights, duties and ethical
consequences that affect the welfare of persons, whereas purely scientific decision-making involves largely epistemological
consequences [53]. Therefore the decision whether a society should accept any given technology should not be left to the
risk assessors/scientists, but it should be left to the politicians who have the democratic mandate to make such decisions.
This does of course not mean that politicians should be allowed to manipulate risk assessment to promote their own agenda,
but it means that value-based decisions in the risk assessment process should be left to the political decision-makers.

4. Expanding the conventional risk assessment paradigm

It may well be necessary to look at risk and risk assessment for nanotechnology in a much wider sense. The implicit
assumption of the conventional risk assessment paradigm is that uncertainties can be known or estimated. However this
is not always the case and even when these uncertainties are known they are subject to a number of well-known biases
and problems of unpredictability [54]. For instance, the outcomes of science-based/technical risk assessment are sensitive
to the kinds of questions that are posed or not posed, how and by whom they are asked and the underlying assumptions
that determine the questions [26]. Some of this is an inherent structural bias, in the sense that common material interests,
social characteristics, and risk values are shared [55].

Unpredictability is especially pronounced in complex systems and a number of authors have argued [26,56] that techno-
logical inventions like nanotechnology interfere with complex systems at a number of levels and hence may cause novel and
unprecedented effects, that are virtually impossible to mitigate. Dupuy contends that at least for some complex nanoscale
objects we will not be able to predict how they will behave, until we have created them [56]. As part of comprehensive risk
management it is hence essential that early warnings are recorded and heeded, i.e. that procedures are in place to reverse
decision to permit the production and sale of products that may cause in the long-term irreversible damage to humans or
the environment.

To account for this unpredictability Wickson et al. [26] propose to use of the concept of incertitude when assessing
nanotechnologies. The notion that modern risk assessment is or should be concerned with different kinds of uncertainty
(collectively termed incertitude), was first proposed by Wynne in the context of scientific knowledge production and envi-
ronmental policy [57]. This typology consists of:

• risk – the probability is calculable, knowledge is sufficient;
• uncertainty – probability as yet uncalculated, not enough knowledge yet;
• indeterminacy – knowledge is conditional and fallible;
• ambiguity – a number of different frames for calculation need to be used; and
• ignorance – we are not aware of what we should calculate.

According to Wickson et al. [26] this typology enables us to see how risk assessment fails to take into account qualitative
incertitude, and highlights scientific bias in terms of underlying world-views, assumptions and interest. It does not however
address risk from a moral philosophy point of view, nor does it give guidelines on how to perform the actual risk assessment
(see below).

To address risk from a moral point of view, Hansson proposes to look at risk in terms of exemption, i.e. it is a person’s
prima facie moral right not to be exposed to the risk of a negative impact through the actions of others. The question then
is under what conditions can this inherent moral right be overridden. Or to restate the problem under what conditions is
someone allowed to expose other persons to risk [54]? The rule that Hansson proposes is “nobody should be exposed to a risk
unless it is part of an equitable social system for risk-taking that works to her advantage” [54]. Importantly this rule changes the
agenda and agency of risk discussions; here each risk-exposed person is treated as a sovereign individual, rather than an
impersonal carrier of utilities and/or probabilities. Rather than proposing (as it is the case in conventional risk discussions),
that it is acceptable to expose someone to a certain level of risk (considered ‘safe’), using the rule above, sufficient reason,
i.e. benefit, for accepting that an individual is exposed to risk must be provided.

5. Alternatives to conventional risk assessment

Regulators, industry and leading scientists within toxicology and economics have exhibited a tendency to discuss the
risk of nanomaterials in the limited context of physical risks and chemical risk assessment and cost-benefit analysis. This
approach is the accepted approach promulgated by science government and industry and believed to have been used suc-
cessfully in the past (even though many examples exist to the contrary). Other actors, such as NGOs, the public and more
progressive scholars consider nanorisk, as well as other risks (e.g. chemical, GM) through a more comprehensive lens and
include societal issues such as “fairness”, “voluntaribility”, “familiaribility”, “catastrophic potential”, and “risk-benefit distribution
among social groups” [58,59].

To broaden conventional risk assessment and address some of these concerns a risk governance framework for nanotech-
nology has been suggested [60]. Essentially a risk governance framework is a policy response to risk in the broadest sense
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of the word. Its purpose is to expand conventional technical risk assessment and thereby to include broader concepts of
risks. The concept of governance also shifts the responsibility from the state (that governs and its institutions involved in
government) to a more diffuse collection of ‘actors’ or ‘stakeholders’ that all become involved in ‘conventions, rules, processes
and mechanisms concerned with how relevant risk information is collected, analysed and communicated, and how management deci-
sions are taken’ [60]. It may also include contextual factors such as institutional arrangements and political values, including
different perceptions of risk.

The International Risk Governance Council4 (IRGC) proposed a general Risk Governance Framework, which they also
applied to nanotechnology [60]. On first appearance the framework is able to include not only assessment of physical
harm, but broader issues of risk, including societal issue, stakeholder participation and uncertainties regarding knowledge. It
attempts to manage different types of risk and associated risk assessment procedures by introducing a temporal framework
of four generations of nanotechnologies: passive nanostructures (from 2000), active nanostructures and nanodevices (from
2005), integrated nanosystems (after 2010) and heterogeneous molecular nanosystems (after 2015). Risk assessment for
each generation is dependent the type of knowledge associated with this technology and the admission that technologies
imagined or currently in the early prototype stage, but only commercially available in the more or less distant future, have
decreasing available knowledge in the present.

Bijker et al. have criticised this temporal framework, arguing that the purpose and application of a technology, rather than
the technology itself determine the risk, irrespective of when it will be introduced [61]. Public participation by stakeholders,
while given a role in the value-based assessment of the ethical and social aspects of the new technology, is still perceived
as a factual input, as part of an expert-driven process, rather than enabling empowerment of citizens and co-responsibility
of governance [62].

In a broader sense the IRGC project and subsequent report on a conceptual risk governance of nanotechnology [63] also
proposed a framework that attempted to integrate into the risk-benefit-analysis environmental, health and safety, as well as
ethical, legal and social issue. The overall risk assessment and management framework is cyclical, and appears open to the
possibility of adaptation. However the risk appraisal stage is subdivided into risk assessment (i.e. in effect traditional risk
‘scientific’ assessment) and concern assessment (risk perception, social concern, social-economic impacts), and it might be
tempting, even if not intended to fall into the trap of identifying the former as legitimate (i.e. scientific), while the latter
could be viewed as ‘political’, hence of a different sort of weight/legitimacy?

6. Nanotechnology and metaphysical aspects of risk

A problem with chemical risk assessment and risk management as well as the risk governance framework proposed by
IRGC is that technological risk assessment seldom/never addresses what we term metaphysical risk (in general as well as in
regard to nanotechnology specifically). This is the risk to society and individuals, implicitly referred to by some philosophers
of nanotechnology, resulting from the inherent reconceptualising of nature that the metaphysical project of nanotechnology
implies. Dupuy defines a metaphysical project in general (following Popper and before him Meyerson) as “a set of presuppo-
sitions about the structure of the world which are neither testable nor falsifiable empirically, but which nonetheless play an essential
role in the progress of science” [64].

What then is the metaphysical project of nanotechnology and what sort of risks may it produce? For Dupuy, the risk
(and it is an existential risk to humanity) is captured in the notion of the rebellion of technoscience against the human
condition. Technoscience here is science that is oriented towards fabrication of tools and devices, where transforming and
knowing are intertwined rather than as in classical science where observing and understanding nature is the focus [65].
For Dupuy, the question is not if we should change and expand human characteristics (for instance in terms of develop-
ing/aspiring to human enhancements) and what that might mean for human concepts of ourselves, but what it means to
be human in the sense of the human condition, that is what it means for us to be human and whether new technologies
may change this. In harking back to Hannah Arendt, he defines the human condition as a mixture of things given (the
environment/nature/our genes) and things made (by humans). This rebellion of technoscience against the human condition
manifests itself in the dream of overcoming/abolishing death and creating everlasting life as espoused in numerous texts on
converging technologies and nanotechnologies (both fiction and non-fiction). Dupuy further points out that this rebellion
is not only against man’s finiteness but also against the shame of having been born rather than made – this “existential
nausea of knowing that man is not the foundation of his own being” [64]. For Dupuy then the aim of the metaphysical project
underlying nanotechnology is to turn man into the maker of nature, to revolt against and overcome the given. The meta-
physical project then is to redefine nature and life as artifacts and then to make nature into an artifact, to make artificial
nature [56].

Nordman observes similarly that the project of the technosciences, with nanotechnology taking a key role, is to use
‘nature to go beyond nature’. The project of ‘with nature beyond nature’ in practice “neither reduces spirit and culture to
matter and nature, nor does it celebrate the scandalous creations of hybrids or monsters. Instead, it simply dissolves the received
categorical difference of science and technology, nature and culture. . . into the idiom of engineering” [66].

4 See http://www.irgc.org/.

http://www.irgc.org/
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Dupuy suggests that in the context of the metaphysical project the key question from an ethical point of view is then
not how to manage risk, but how to develop new concepts of prudence [56] and perhaps replace and/or enhance risk man-
agement with prudence. Prudence not so much in the sense of caution, but in the sense of applying the four value-rational
questions as outlined by Flyvbjerg [67] and to be answered not in a technoscience, but a wider societal ability to respond
to the questions of:

• Where are we going?
• Who gains and who loses, by which mechanisms of power?
• Is this development desirable?
• What should we do about it?

7. Lay responses to (metaphysical) risk

It is often asserted that predominantly psychological factors determine lay persons responses to risk. In particular, it is
claimed that lay people’s perception of risk is often influenced by factors such as whether their own exposure to the risk
is involuntary or compromises societal values. These perceptions are typically not addressed in scientific risk assessment.
There is also the commonly held belief amongst experts and governments that if people are given enough information to
convince them that the benefits of a technology outweigh the risks and/or are included early enough in the deliberations
about a technology they will find the technology acceptable and overcome earlier disquiet [68] – this is also known as the
deficit paradigm [50].

First, it assumes that the experts know the true risk and as Shrader-Frechette argues, often they do not [69]. Second, it
assumes that the perception of risk of laymen is wrong. Although they may lack some certain basic information, often their
conceptualisation of risk is much richer than that of the expert. It frequently includes other factors than just probability
of fatalities, such as considerations about uncertainty, controllability, the benefits of taking a specific risk and threats to
future generations [58,69–72]. Due to heuristics and biases, experts may be as prone to overconfidence as lay persons,
when they have to go beyond available data [58] and do not necessarily make more correct judgements about uncertainty
than laymen do [73]. Third, when proponents of a given technology call for “public education”, it seems to be public
persuasion rather public information they are talking about. This is problematic because it does not only assume that the
communicator knows what is true, but also that he knows what is good and right for society [72]. Instead, the public needs
to be seen as a legitimate partner and be involved in both the risk assessment and the risk management process [74].
Past experiences have shown that the public can contribute substantially to a scientific decision-making process [75]. This
is supported by the results of a 1979 survey conducted by the European Commission on consumer acceptance related to
technological developments. The main lesson learned from the survey, was that the anxiety shown (by Europeans) about
some consequences of scientific and technical development is neither undifferentiated nor blind to reasoning. This was
especially true in relation to considerations of the risks that may sometimes be run by playing safe, i.e. being precautious
(Report by the Commission from 1979 cited in [76]).

Yearley [77] discusses how the objectivistic, universalising claims of scientific experts used in risk assessment tend to
overlook local contextual information and hence come to conclusions that stand in opposition to the experience of local
people. It is this local knowledge that according to Wynne [57] is often non-certain and in the realm of ignorance or
indeterminacy (as defined above). Wynne further argues that the public is often better equipped at deciding matters of
ignorance and indeterminacy.

We additionally argue here that indeterminacy, ambiguity and ignorance are expressions of metaphysical risks and that
somewhat surprisingly ‘lay people’ understand and express in their ‘fears’ the perception of metaphysical risks that they are
being subjected to.

Laurent and Petit outlined already in 2005 the fears associated with emerging nanotechnologies. They presented these
as a triangle with three corners: the fear of loss of control (the experiment goes wrong), the fear of abuse of the discoveries
and the fear of transgression (attempting to overcome natural limits) [78]. A more recent EU sponsored project – DEEPEN,
engaged a variety of lay persons across Europe and uncovered similar responses, which they grouped together into five key
narratives, which partly map onto and overlap the above triangle: 1. ‘Be careful what you wish for’ (desire); 2. ‘Opening
Pandora’s box’ (evil); 3. ‘Messing with nature’ (sacred); 4. ‘Kept in the dark’ (alienation); and 5. ‘The rich get richer and
the poor get poorer (exploitation)’ [79]. The stories that lay people tell about nanotechnology clearly express perceptions
about nanotechnology that go beyond conventional physical risks and focus on uncertainly of benefits associated with
technoscience and a profound perception that nanotechnology has the potential to “re-shape our entire experience of living
in the world” [79]. The narrative ‘opening Pandora’s box’ and ‘messing with nature’ clearly delineate the feeling of the
public that while the promises of nanotechnologies are seductive, the hubris and the danger of proceeding without limits
and disrupting long-standing boundaries is also very much present. Perhaps surprisingly to some the ‘public’ continues
to resist the Enlightenment idea, so cherished by the technoscience establishment, that technological progress and social
improvements are inextricably linked.

Clearly the public’s responses are informed by historical experiences of technological, economic, and social developments
and are embedded in deeply ingrained values about the world. But nanotechnologies introduce new and different ways of
thinking about technology, new and different ambitions of what humans might be able to achieve. The concept of design



644 R. Senjen, S.F. Hansen / C. R. Physique 12 (2011) 637–647
Table 1
Risks, types of knowledge and assessment options (adapted from Stirling [82]).

Types of uncertainty Knowledge about
outcomes

Knowledge about
likelihoods

Possible assessment
options

Policy/governance
response

Risk
√ √

Risk/cost-benefit analysis Traditional risk assessment
Multi-criteria assessment
Probabilistic techniques

Ambiguity X
√

Participatory deliberation Precautionary
scenarios/backcasting
MC mapping, Q-method

Uncertainty
√

X Uncertainty heuristics Precautionary
Interval analysis
Sensitivity analysis

Ignorance & indeterminacy X X Monitor, Survey, Research Precautionary
Adaptive management
Social/institutional learning

Note.
√ = yes, X = no.

takes the central role in nanotechnology, culminating in the “notion of the infinite plasticity and potentiality of all things” [80] –
artifact, humans plants, animals, society.

Perhaps the public is expressing its disquiet about these new approaches and is perhaps instinctively wary of the meta-
physical project that lies behind and at the root of nanotechnology. The DEEPEN project report alludes to this by suggesting
that “in addition to an economic, scientific, or technological benefit/risk analysis, what is needed is therefore a philosophical hope/risk
analysis. To the stories about public worries and concerns about nanotechnology one might now go beyond the DEEPEN project to add
the stories of hope and of the ambivalence, even dangers of hope. By analysing these stories, an expanded notion of ‘risk’ will come to
the fore – a risk to self and community as hopes are disappointed or basic tenets betrayed” [80].

8. A precautionary nanorisk appraisal framework: some thoughts

8.1. Combining principles and criteria in case of risk and uncertainty

Stirling [81] suggests that the challenge in governing technology risk is both epistemic and ontological. Ontological issues
require resilience and robustness, as technology and nature often (re)act in unpredicted ways. Epistemic risk, i.e. uncertain
and contested knowledge of complex dynamics is best mitigated using precaution. Table 1 summarises types of risk and
potential assessment methods, including suggested policy/governance responses.

After reviewing the literature Grieger et al. [49] found that we are in the state of ignorance and indeterminacy when
it comes to nanotechnology and nanomaterials and the question is how to formulate an appropriate precautionary pol-
icy/governance response? Short of a fundamental cultural shift both within government and industry there are no easy
answers.

Additionally a key problem with current risk assessment approaches and governance frameworks has been their inability
to incorporate flexibility and learning (differentiated and incremental) especially the inclusion of systematic institutional and
procedural arrangements to facilitate listening for ‘early warnings’ (to recognise emerging risks) and a capability to (re)act
to them. We suggest that the incorporation of such a capability will form a crucial basis to manage technological risk in
general and nanotechnology risk in particular.

8.2. Proposed fundamental risk assessment principles and criteria for nanotechnology

The essential first step in developing or in assessing a nanorisk governance framework is to clarify the basis for policy
decisions and directions and to clearly outline how the concept of risk is framed. What are then the key conceptual elements
or principles that should drive a nanorisk assessment and hence a nanorisk governance framework? In this regard a principle
reflects a fundamental societal, institutional and/or ethical standpoint under which certain policy options are entirely ruled
in or out. Fundamental principles, once agreed upon should be followed as a rule, and hence if a fundamental principle is
violated, it is the technology that has to give, rather than the principle. In contrast policy options can also be evaluated in
regard to various criteria (e.g. costs, impacts, benefits) which may be weighed against each other in the sense that loss in
one areas might be compensated by a gain in another area.

From an ethical perspective, Lemons et al. [83] and Shrader-Frechette [70] have a number of arguments why ethical
preferences should be given to minimising the risk of harmful activities and technologies (i.e. overregulation) over the risk
of potentially limiting the market penetration of a societal beneficial activity or technology (i.e. underregulation). First, it
can be argued that it is more important to protect the public from harm than to provide for welfare in some positive sense
because protection from harm seems to be a necessary condition for enjoying other freedoms. Second, the public typically
needs more risk protection than do industry or government proponents of risky technology, partly because members of the
public usually have fewer financial resources and have generally less information to respond to societal hazards that may
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affect them, and are additionally often faced with bureaucratic denials of public danger [84,70,53]. Third, laypersons ought
to have guaranteed legal rights to protection against technological decisions that could threaten their health and physical
security considering that everyone has both, due-process rights and rights to bodily security. And fourthly, the failure to
minimise harmful activities would result in using members of public as means to fulfil the needs of industry and society
as a whole. This would be a discriminating practice, because these members of public would have to bear a significantly
higher risk without consent despite the fact that others would receive most of the benefit [70,53].

Given that nanotechnology is predicted to revolutionise ‘everything’, it is remarkable that its risk assessment has so far
has been trapped in a conventional risk assessment paradigm. For nanotechnology to truly reach its potential it will be
essential that its risk assessment is ethical, adaptive, precautionary and responsive to societal demands. The key principles
associated with a precautionary approach to risk management can be summarised as follows (after [82]):

• ‘Prevention’ – a duty to prevent rather than to control;
• ‘Polluter Pays’ – the placing the burdens on all parties responsible for, or benefiting from, damaging activities;
• ‘No Regrets’ – favouring options that simultaneously satisfying economic, environmental and wider criteria and consider

the availability of technical alternatives;
• ‘Clean Production’ – adopt only those technologies which are demonstrably of lowest impact;
• Biocentric – recognising the intrinsic value of non-human life and recognise the vulnerability of the natural environ-

ment;
• Limited knowledge – acknowledge the limitations of science, our knowledge and the possibility of surprise;
• Uphold the rights of those who are adversely affected by technologies.

In effect using a precautionary rather than a narrow risk appraisal framework, science and scientific research, will again be
able to fulfil their appropriate place in society: to provide information for policy, but not direct what is the best course of
action for society. The latter is the appropriate task for society at large.

If we accept the nanorisk universe as being capable of being described by the concepts of risk, uncertainty, indeterminacy,
ambiguity and ignorance (as defined above), the essential second step in developing and assessing a nanorisk governance
framework is to clarify the criteria on which risks are assessed and how this influences policy decisions and directions.
“Criteria” are to be defined as factors that have to be considered when choosing between, or comparing, the pros and cons
of different options, given that the fundamental principles, as outlined above are adhered to.

Both narrow risk and precautionary approaches (despite occasional claims to the contrary) are based in a ‘scientific’
appraisal of technology. What differentiate the two approaches are their view of knowledge and the role of wider societal
considerations, when assessing risk. The currently prevalent narrow regime of risk appraisal applies a single perspective
filter, has confidence in the knowledge used, places the burden of proof on sceptics, excludes alternatives, assumes claimed
benefits and emphasis the rights of industry. This stands in contrast to a broad appraisal framework that allows for a
plurality of filters, acknowledges different kinds of knowledge, places the burden of proof on the advocate of the technology,
requires benefits to be justified and takes into account the rights of the wider society [82].

In conclusion to ensure the ‘success’ of nanotechnologies – products using nanomaterials and nanotechnologies for so-
ciety – we need a nanorisk appraisal framework that adheres to the principles of precaution as outlined above and uses
criteria for risk assessment that are transparent (open to inspection by all), adaptive (flexible and open to change/able to
learn) and both incorporate qualitative and quantitative knowledge.

Supplementary material

The French version of this article, translated by Louis Laurent, one of the Invited Editors, is supplied as Supplementary
Material with the electronic version of this article.

Please visit doi:10.1016/j.crhy.2011.06.005.
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