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Recent developments in transmission electron microscopy (TEM) have pushed lateral
spatial resolution to well below 1 Å. For selected perfect crystal structures, this allows
atomic columns to be identified along several crystallographic orientations. Measuring the
three-dimensional position of every atom within a TEM specimen, called by some the
holy grail of electron microscopy, seems therefore within reach. In this paper, we will
discuss recent approaches to this problem and present our own dose-efficient approach
that is based on the direct inversion of multiple electron scattering within the sample and
that can be applied to various coherent detection schemes, such as high-resolution TEM,
confocal scanning TEM, or ptychography. One particular advantage of this approach is that
data for only a very limited range of specimen tilt angles is required, and that it can handle
the highly dynamical scattering associated with lower electron beam energy.

© 2013 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

r é s u m é

Les progrès récents de la microscopie électronique à transmission (TEM) ont poussé la
limite de résolution spatiale dans le plan de l’échantillon bien au-delà de 1 Å. Pour des
structures cristallines parfaites, ceci permet de visualiser las colonnes atomiques selon
plusieurs directions cristallographiques. Mesurer la position tridimensionnelle de chaque
atome au sein d’un échantillon TEM, ce qui a parfois été considéré comme le saint Graal
de la microscopie électronique, semble désormais accessible. Dans cette contribution, nous
introduisons les approches récentes visant à atteindre cet objectif et présentons la nôtre,
qui est particulièrement efficace en termes de dose requise. Elle repose sur une inversion
directe des mécanismes de diffusion multiple au sein de l’échantillon et peut être adaptée
à différents types de détection : TEM haute résolution, STEM confocal et ptychographie.
Un de ses avantages spécifiques est de ne requérir qu’un nombre limité de projections. Un
autre est de s’adapter très bien aux processus de diffusion multiple subis par des faisceaux
incidents de plus faible énergie.

© 2013 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
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1. Introduction

Elastic scattering of electrons is a very sensitive probe for the local arrangement of atoms for two reasons: Firstly,
the 104–105-times stronger interaction of a beam of fast electrons with matter than, for example X-rays [1], makes it
possible to measure elastic electron diffraction from individual atoms, without making use of fluorescence. High-resolution
transmission electron microscope (HRTEM) images and high-resolution scanning transmission electron microscope (STEM)
images of individual atoms kept in place by some sturdy support have been captured [2–6], and nanocrystals only a few
cubic nanometers big are sufficient to produce single-crystal diffraction patterns. Secondly, modern electron optics, namely
the development of aberration correctors [7,8] and the improvement of instrument stability allow electron beams to be
focused to probes as small as 0.5 Å in diameter, and images, featuring an equally good spatial resolution, to be formed [9].

When speaking about the accuracy with which atom positions can be measured, it must be clear that we are always
talking about the equilibrium position about which the atom may oscillate more or less strongly, depending on the temper-
ature of the specimen (including local heating by the electron beam) and how tightly the atom is bound to its environment.
Single-crystal diffraction measurements can determine such equilibrium positions very accurately, because equivalent atom
sites in the whole crystal are being averaged over. However, when measuring the position of an individual atom, the elec-
tron dose required to perform this measurement becomes a very important parameter. Most biological materials cannot be
imaged at atomic resolution due to the severe structural changes introduced by the probing electron beam [10], so mea-
surements of the positions of individual atoms must be restricted to those (inorganic) materials that are more resistant to
electron beam irradiation damage.

In the context of atomic-resolution imaging, the distinction between resolution and accuracy is very important. If we
have an instrument capable of imaging the three-dimensional equilibrium positions of individual atoms,1 its resolution only
needs to be about 2 Å in all three dimensions, since two atoms will never be closer to one another than the sum of their
ionic radii. The precision with which the three-dimensional center of mass of the image of the atom can then be determined
depends largely on the signal quality and thus on the invested electron dose [12,13], a topic that will not be discussed in
depth here. The accuracy with which we can determine atom positions depends then, in addition to the signal quality, also
on the validity of the mathematical model that links the configuration of atoms to the image intensity. Due to the very high
scattering cross section of electrons in matter, one very important criterion for the quality of this mathematical model is
the accuracy with which multiple (also called dynamical) scattering is treated.

2. Possible paths towards measuring 3D atom positions

Due to the small scattering angles of at most 50 mrad which can currently be transferred by high-end electron optics
for both probe- and image-forming aberration-corrected electron lenses, the longitudinal resolution, along the z-direction,
i.e. along the direction of propagation of the electron beam, is generally much worse than the lateral resolution. While the
lateral resolution in both STEM and TEM experiments has already been demonstrated to be below 0.5 Å, even sophisticated
experimental setups, such as scanning confocal electron microscopy (SCEM) in an aberration-corrected STEM can at best
resolve 3 nm along the z-direction [14]. However, although a very special case and not the actual subject of our discussion
here, an individual atom may be located with a precision of as low as 0.5 nm in the direction parallel to the trajectory
of the electron beam, even if the depth of focus, i.e. the actual resolution along that direction, is only 7 nm [15]. If some
prior knowledge of the atomic species present in the sample is already available, then model-based reconstruction methods
may be employed which, given sufficiently good signal-to-noise properties, may help to achieve true atomic resolution 3D
reconstructions from HAADF–STEM depth-sectioning data [16].

An obvious solution to obtain equally good resolution in all three dimensions seems to be tomography, which allows the
reconstruction of a three-dimensional object from projections along many different directions. This approach has recently
indeed been shown to yield a 3D atomic resolution reconstruction of metallic nanoparticles [13,17,18]. However, for stan-
dard, slab-like sample geometries, it is not generally possible to tilt the specimen by very large angles and still maintain
atomic resolution. Also, tomographic reconstruction algorithms require the data to be linear projections, or at least mono-
tonic in the product of local density and thickness. While, for moderate specimen thicknesses, HAADF–STEM approximates
this behavior fairly well [19,20], HRTEM image contrast is highly non-linear, since for thin specimens the structural infor-
mation is mostly reflected in the phase of the transmitted electron wave function, and only affects the image intensity due
to spatial-frequency-dependent phase shifts experienced by the electron wave function when passing through the imaging
optics (mainly the objective lens, the stigmator and/or the aberration corrector) of the TEM. This close-to-linear behavior of
the phase shift of thin objects can be recovered when employing methods capable of (indirectly) measuring relative phase
shifts within the electron wave function, such as off-axis electron holography [21,22] and inline holography (also called
focal series reconstruction) [23–31]. While off-axis holography is more efficient in reconstructing low-frequency details of
the phase of the scattered electron wave, phase maps reconstructed from inline holography seem to suffer less noise per
dose at high spatial frequencies [32], and we expect information about the 3D position of atoms to be mostly contained in
the high-angle scattering.

1 Note that atom probe tomography (see [11] for a recent review) does not fall into this category, because it always extracts atoms from the surface of
the sample.
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Fig. 1. (Color online.) a) Test structure comprising three atomic columns consisting of three atoms each. b) Simulated 60-kV–HAADF–STEM images for
four different detector configurations of the structure shown in a) (semi-convergence angle of the probe α = 40 mrad, spherical aberration Cs = 0, and
defocus C1 = 0). TDS was included by averaging over 80 different configurations. c) Simulated 60-kV–HRTEM image of the same structure (illumination
semi-convergence angle α = 0.1 mrad, Cs = 0, C1 = 2 nm, focal spread � f = 0.5 nm). The gray scales indicate the fraction of detected electrons, i.e. the
incident flux is 1 electron per pixel. The simulations have been carried out using the qstem software package [41].

In principle, it is also possible to obtain the phase of the scattered electron wave function in reciprocal space, i.e. from
electron diffraction measurements. While coherent diffractive imaging (CDI—see [33,34] for recent reviews) uses additional
information about the object, such as the knowledge that it is compact, or sparse in some basis, ptychography [35,36] uses
multiple diffraction patterns from overlapping areas on the specimen. However, at very high spatial resolution, diffraction-
based measurements are limited by the thermal vibration of the atoms. While thermal diffuse scattering (TDS) seems to
produce a rather smooth background in HRTEM imaging (but even that is not perfectly clear yet, see [37]), it is highly
structured in reciprocal space at diffraction angles corresponding to a spatial resolution of about 1 Å and higher, and thus
overlaps with the fine (and often quite weak) interference signal that diffraction imaging techniques depend on [38].

Going into the details of how different TEM imaging or diffraction techniques are limited by experimental conditions in
how well they can reconstruct various details of an arrangement of atoms is beyond the scope of this paper. Here, we want
to address how, in principle, the reconstruction of 3D atom positions may be implemented in an efficient way, putting as
little constraint as possible on the range of samples that can be examined. In particular, we are looking for a technique that
allows the investigation of conventional, slab-shaped objects, and is not limited to nanoparticles. Conventional tomographic
reconstruction algorithms, for comparison, rely on the availability of linear, or at least monotonic projections of the structure
being investigated. In order to minimize the so-called missing-wedge artifacts, the range of tilt angles should be rather large,
typically of the order of 140◦ , i.e. ±70◦ . For slab-shaped specimen geometries, the problem with such high tilt angles is
self-shadowing, i.e. at large tilt angles the projected specimen thickness increases rather quickly, since it varies with the
inverse cosine of the tilt-angle.

Fig. 1 shows three simulated ADF–STEM images, as well as an HRTEM image simulated for an artificial arrangement
of Au atoms. The three atom columns in this example only differ in the vertical position of the central atom. Due to the
low accelerating voltage of only 60 kV, the scattering at high angles is quite strong, and it becomes obvious that both
HRTEM and the STEM signal are, in principle, sensitive to the z-position of the central atom, if the signal is analyzed as
a function of the scattering angle. Noise has not been included in these simulations, but the small fraction of electrons
being detected on the thin, 20-mrad-wide annular detectors corresponding to the lower 3 HAADF–STEM images of �5% of
the incident electron flux indicates that, for comparable doses, the HRTEM image might be less noisy, since the contrast is
almost comparable. Another difference in the simulation is that accurate HAADF–STEM image simulations require the use
of the frozen phonon approximation [39] and are thus very time consuming, whereas the effect of atomic vibrations on the
HRTEM image contrast is negligible [40].

While there may potentially be differences in the efficiency with which various acquisition methods transfer this infor-
mation, Fig. 1 indicates that it should be possible to extract 3D atom positions without having to acquire a large angular
range tomographic tilt series with the z-resolution of the linear reconstruction defined by the so-called ‘missing wedge’. In
fact, by assuming the weak phase approximation, which does not take into account multiple scattering, and also neglect-
ing the interference of waves scattered by neighboring atoms, Van Dyck et al. [42] have shown that the z-position of the
bottom atom in 1-layer and 2-layer graphene can be reconstructed with quite high spatial resolution. Since this approach
cannot resolve eclipsing atoms, it cannot be considered a full 3D reconstruction, but at least it shows that atomic resolution
information in the z-direction can be retrieved from a single projection, if we assume to be able to detect the scattering of
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Fig. 2. (Color online.) a) Model of 2 cuboctahedra in different orientations (left particle: (311) zone axis, right particle: (001) zone). In projection the
atoms of the left particle are very densely spaced. b) Example HRTEM images simulated for the model shown in a) for 5 different specimen tilts about
the horizontal x-axis (θy = 0◦). The images have been simulated for 40-keV electrons, a spherical aberration of 14 μm, and a focus value of 10.15 nm.
A realistic modulation transfer function (MTF) parameterized according to [47] has been applied. A magnification corresponding to a CCD pixel size of
0.25 Å has been assumed.

each atom independently and neglect multiple scattering or interference. The information content of HRTEM images with
regard to 3D specimen information has also been discussed in a more general, model-based context [43].

3. Retrieving 3D atom positions from HRTEM images or diffraction patterns

For thicker specimens, especially at low accelerating voltages, the weak-phase object approximation is far from valid,
and multiple scattering must be taken into account. Including multiple scattering, partial spatial and temporal coherence, as
well as a realistic detector point spread function. We have recently shown that the highly non-linear system of equations,
describing the dynamical scattering of electrons, can be inverted by casting it into the form of an artificial neural network
and applying the well-established back-propagation algorithm for such systems for very efficient computation of gradients.
Applying this principle, and, in some cases, combining it with the charge-flipping algorithm [44] we have developed an
iterative reconstruction algorithm capable of recovering the three-dimensional potential distribution of the scattering object
from a series of images acquired for a small range of different relative tilt angles between the specimen and the incident
electron beam [45]. More recently, we have shown that this reconstruction algorithm should also work with data acquired
in a ptychography or SCEM experiment, and that, along with the reconstruction of the object, also some of the experimental
parameters can be refined from inaccurate initial estimates [46].

Because the electrostatic potential within a material is simply the sum of potential contributions from each of the atoms
within it, the reconstructed potential distribution, deconvolved by the potential of a single atom features sharp peaks at
places where the atoms are located [19]. Since each atom occupies some atomic volume, we only expect a single such peak
per atomic volume. Silicon, for example, has a density at room temperature of ρ = 2.33 g/cm3 and an atomic weight of
M = 28.1 g/mol. We thus expect the reconstructed object potential to have a peak density of 1 peak per atomic volume

V a = M/(ρNA) = 20 Å
3

. Sampling the three-dimensional space containing the scattering object with discrete voxels, only
a few of these voxels would thus be non-zero, i.e. this discretized potential volume would be quite sparse. For a voxel
size of 0.2 × 0.2 × 2 Å

3
only one out of 250 such voxels would be non-zero. For materials containing different atomic

species, a generalized atomic potential representing an average of the electron scattering factors of the species present in
the material would be used.

Such sparsity is an essential element in the mathematical framework of compressed sensing (CS) [48,49]. CS theory states
that a unique solution for an underdetermined system of equations can be found if this solution is sufficiently sparse in
some object-basis, and the basis in which the measurement is performed is sufficiently incoherent with the object basis [50].
We have just illustrated that, at sufficiently high spatial sampling, the electrostatic potential of any arrangement of atoms is
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Fig. 3. (Color online.) 3D isosurface plots of the electrostatic potential reconstructed from a tilt series of HRTEM images. Two different isosurfaces of the
model in two different orientations are shown in order to reveal the 3D positions of individual atoms (a) and also the different facets of the nanocrystals (b).

quite sparse indeed. CS theory now allows us to reconstruct a three-dimensional object potential which is compatible with
the measurements (whether they be HRTEM images or diffraction patterns) and is maximally sparse, by demanding that the
reconstruction has minimal �1-norm.

The amount of data that must be collected for achieving a unique reconstruction depends strongly on the degree of
incoherence of the measurement with the object basis and, of course, on the amount of noise in the data. Under ideal con-
ditions, the number of necessary measurements is proportional to the number of non-zero elements in the reconstructed
object [51]. As illustrated above, a 5 × 5 × 5 nm3 cube of silicon contains 6250 atoms. If the three-dimensional space of
the object is sampled with discrete voxels, the number of non-zero voxels is of the order of 6250.2 If, for the moment, we
assume that we need m = 10 measurements per non-zero element (some CS-literature mentions proportionality factors of
m = 4 [51] or even less), then we should be able to recover each atom from 62500 independent measurements. This is a
surprisingly low number, since in the CS-framework each pixel of an image is considered a measurement, just one 5×5 nm2

image sampled on a 0.2 × 0.2 Å
2

grid would suffice. The pixels in an image, however, are generally not independent: For
instance, neighboring pixels tend to have similar gray values and are therefore positively correlated. Fortunately, the benefits
of CS appear to hold up in many practical situations as well: in [52], an exact tomographic reconstruction of the Shepp–
Logan phantom from a very limited number of projections is achieved; in [53,54], the benefits of CS over conventional
tomography are illustrated with many experimental reconstructions of materials science systems; and in [17] CS achieves
atomic-scale determination of the surface facets of Au-nanorods from a limited number of projections. However, due to
the requirement of the validity of the projection requirement, i.e. the contribution of a whole column of voxels to only a
single pixel in a given projection, the coherence between measurement and object basis in linear tomography is quite high.
Multiple scattering and delocalization as encountered in HRTEM imaging with low-energy electrons must cause a higher
degree of incoherence between measurement and object basis and thus even more may be gained from the application of
CS principles.

The example in Fig. 2a shows a model of two gold cuboctahedron-shaped nanoparticles, each one containing 309 atoms.
Due to the orientation of the left particle in the (311) zone axis, the atoms appear very closely spaced. Fig. 2b shows
example HRTEM images simulated for different tilt angles of this model under parallel illumination. The range of tilt angles
(±10◦) is very small compared to what would be required for a linear tomography reconstruction. However, although the
very small projected interatomic distances in the (311)-oriented particle cannot be resolved in any of these images, multiple
scattering of the 40-keV electrons encodes the three-dimensional positions of all the atoms in the images.

Applying our recently developed algorithm for the inversion of dynamical electron scattering (IDES) to the HRTEM im-
ages, examples of which are shown in Fig. 2b, the three-dimensional object potential can be reconstructed. Fig. 3 shows two
different isosurface renderings. In Fig. 3a, the positions of all the atoms in the two particles are revealed, while in Fig. 3b
the different facets of the cuboctahedra are emphasized.

While Fig. 3 may give some impression of the quality of the reconstruction, displaying the individual potential layers used
to simulate the HRTEM images and their counterparts from the reconstructed volume (Fig. 4) facilitates a more quantitative

2 Following the approach in [45] of writing the object as a convolution of an array of Dirac delta-functions centered on the atom positions with the
known atomic potential of Si yields a number of non-zero elements exactly equal to the number of atoms, i.e. 6250.
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Fig. 4. Layers of the original (top three rows) and IDES-reconstructed (bottom three rows) electrostatic potential, displayed on a logarithmic scale. Both,
input potential, and reconstructed potential were sliced into 15 slices.

comparison between input model and reconstruction. Although both inelastic and elastic scattering potential have been
reconstructed, only the elastic scattering potential is shown. Comparing the potential slices in the top three rows with the
corresponding slices comprising the reconstructed potential, all the atoms are present, and a few small additional peaks
(enhanced by the logarithmic scale of the images) appear. These additional peaks are mostly vertical extensions of atoms in
layers above or below, reflecting the finite z-resolution of the reconstruction due to the very small tilt range used in these
simulations. However, at about 2 Å the z-resolution is on par with the point resolution of 1.5 Å, which is quite remarkable
considering the tilt range of only ±10◦ .

4. Conclusion

We have shown that accurate dose-efficient measurement of the three-dimensional positions of atoms in thin samples
is indeed possible. These measurements are possible by combining the principle of compressed sensing and a numerical
algorithm inverting the multislice algorithm commonly used for multiple scattering simulations in TEM image simulations.
This combination harnesses the 3D information encoded in interference patterns produced by multiply scattered electrons
and may achieve very high resolution along the z-direction from HRTEM or diffraction data acquired for a small range of
specimen (or beam-) tilt angles. This makes it possible to obtain 3D atomic resolution also for conventional, planar specimen
geometries which cause self-shadowing at high specimen tilts required for conventional tomography. The fact that multiple
elastic scattering is fully accounted for makes this technique applicable at low accelerating voltages. However, the theoretical
framework is equally well applicable at higher accelerating voltages, but may require a slightly larger range of tilt angles in
order to achieve equally high resolution along the direction parallel to the electron beam.
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