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Abstract. Exoplanets on close-in orbit are subject to intense interactions with their host star. They receive a
strong irradiation from the star, trigger tides within their host, and stars and close-in planets can be mag-
netically connected. In this review, I introduce the physical concepts behind these three types of interac-
tion. I provide simple scaling-laws for their relative strengths, and highlight the aspects of the interactions
that still elude our understanding. For each interaction, I also review their detectable effects on both specific
star-planet systems and on the population of exoplanets as we know it today.

Résumé. Les exoplanètes en orbite rapprochée sont soumises à des interactions intenses avec leur étoile
hôte. Elles reçoivent une forte irradiation de l’étoile, déclenchent des phénomènes de marées dans leur hôte,
et les étoiles et les planètes proches peuvent être connectées magnétiquement. Dans cette revue, je présente
les concepts physiques qui sous-tendent ces trois types d’interaction. Je présente des lois d’échelle simples
pour estimer leurs forces relatives et je souligne les aspects des interactions qui échappent encore à notre
compréhension. Pour chaque interaction, je passe également en revue leurs effets détectables à la fois sur
des systèmes étoile-planète spécifiques et sur la population d’exoplanètes telle que nous la connaissons
aujourd’hui.

Keywords. Planet-star interactions, Planetary systems, Stellar wind, Stellar and planetary outflows, Magne-
tohydrodynamics (MHD).
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1. Introduction: the population of hot exoplanets and the solar system planets

Following the discovery of 51 Peg b [1], more than 5000 exoplanets have been detected so far.
The observed population of exoplanets presents a wide variety of masses, radii, compositions;
but also a wide variety of orbital properties. In particular, a wealth of planets orbiting very close
to their star has been unveiled, with orbital periods often shorter than ten days. These planets
are the easiest to detect and therefore occupy a large part of the sample of detected exoplanets.
Nevertheless, they are not necessarily the most representative of the population of planets in
our galaxy [2]. The detection techniques of exoplanets will be presented in other reviews of this
special issue [3, 4]. Here, we focus on a few specificities of the population of exoplanets as we
know it today, in comparison to the solar system planets.

The planets in orbit close to their stars are subject to different interactions with their environ-
ment, which we illustrate in the three panels of Figure 1. Note that in all panels, the horizontal
axis represents the distance of the planet from the star which increases from left to right.
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Figure 1. A. Photo-evaporation desert and radius valley, adapted from [5]. The occurrence
of planet is shown as a function of the planet size (vertical axis) and stellar irradiation
(horizontal axis), based on the exoplanet population known in 2017. B. Kepler Objects of
Interest with detected candidate exoplanet (the horizontal axis corresponds to the planet
orbital period) and detected stellar rotation period (vertical axis). The symbol size is scaled
with the radius of the planet candidate, and the color labels the effective temperature of the
host star. Adapted from [6]. C. Distribution of exoplanets from the exoplanet.eu database
(as of May 25th, 2022), shown as a function of the mass of the host star (vertical axis) and the
semi-major axis of the planet in units of the stellar radius (horizontal axis). The habitable
zone for an Earth-like planet is shown by the blue area [7]. The solar system planets are
labelled with blue symbols. The red area corresponds to an estimate of the magnetic
influence area of the host star, which corresponds to the stellar wind Alfvén surface (see
§ 4).

http://exoplanet.eu
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First, we note that planets on close-in orbits can receive a large irradiation flux from their host
star due to their proximity. This can lead to evaporation of their atmosphere, and it is illustrated in
panel A which shows the relative occurrence of planets as a function of their mass (vertical axis,
here zoomed close to the Earth mass range) and irradiation level (horizontal axis). The planet
distribution is depleted slightly above the Earth mass regime, which is known as the hot Neptune
of photo-evaporation desert [8] (top left corner, which exists only for strong irradiation). Above
this desert (not shown here), the population of planets rises again, with many Jupiter-like planets
(dubbed hot Jupiters). In panel A, another remarkable feature is seen in the distribution of radii
which is known as the radius valley [5]: a gap in the population of Earth-like planet around 1.8 M⊕.
This gap is thought to originate from atmospheric losses due to evaporation (see §2). It weakens
with orbital distance and depends on the mass of the host star [9].

Second, the proximity of hot planets to their host increases the strength of their tidal interac-
tions. This effect is illustrated in panel B, where the Kepler Object of Interests are shown as a func-
tion of the host star orbital period (vertical axis), the orbital period (horizontal axis), and colored
with the effective temperature of the host star [6]. A dearth of hot planets (i.e. on short orbits) can
be identified around fast rotators (lower left part of the figure). This dearth can be attributed to
strong tidal (§ 3) and magnetic (§ 4) interactions.

Third, planets on close-in orbit bath in an interplanetary medium that can be dense and
strongly magnetized, which leads to strong magnetic interactions. This is illustrated in panel
C, where the heterogeneous population of detected exoplanets is shown in as a function of the
hosting star mass (vertical axis) and the orbital semi-major axis (horizontal axis), in units of stellar
radius. The top panel presents the aggregated histogram of the known exoplanets as a function
of their semi-major axis, which is heavily biased towards planets on compact orbits with a semi-
major axis typically smaller than 20 stellar radii. The solar system planets are shown by their
symbol in blue. On this panel, we have also added the magnetic interaction limit (red area) which
is estimated with a simple stellar wind model taking into account uncertainties on the rotational
period of the host star. If a planet is in orbit below this interaction limit, it means it orbits in a
stellar wind which is sub-alfvénic and a direct magnetic connection between the star and the
planet can occur (see § 4). We observe that a large fraction of the known exoplanet population
is within or close to this limit. For the sake of completeness, we have also added on panel C an
estimate of the Earth-like habitable zone in blue [7].

Following this quick tour d’horizon, we will give a general overview of each of the three
interactions in § 2, § 3, and § 4. In each case, we lay out the basic physical concepts of the
interaction, provide the references to the most recent efforts devoted to their understanding, and
detail the existing observational evidences for them. We conclude and provide some perspectives
on the expected future directions for these fascinating research topics.

2. Radiative and wind-atmosphere interactions

2.1. Physical concepts

Close-in planets orbits in a dense medium compared to the Earth, and are subject to strong
irradiation from their host star. Several processes can lead to the escape of material from the
atmosphere of planets to the interplanetary medium. Multiple reviews have already covered most
of the processes thought to be at stake, and we defer the reader to [10] for a review focused on
Mars, and to [11, 12] for reviews focused on both solar system bodies and exoplanets. Let us here
simply recall the broad categories of escape, not distinguishing specifically the cases of telluric
or gaseous planets for the time being. Escape processes can be categorized into two regimes:
thermal escape and non-thermal escape. The former originates from the bulk temperature of the
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atmosphere of the planet leading to its escape, while the latter refers to an escape triggered by
particle-particle and plasma interactions.

Thermal escape can be further categorized into two families: Jeans escape, and hydrodynami-
cal escape. Jeans escape corresponds to the situation where particles in a thermal bath exceed the
escape speed of the planet vesc =

√
2GMP /reb. This escaping process can happen if one assumes

that the mean-free path of a particle overcomes the local scale height of the thermal bath, i.e.
that the medium becomes essentially collisionless. This happens at the so-called exobase, here
denoted reb. Conversely, the hydrodynamic escape corresponds to the situation where the bulk
temperature of the atmosphere is large enough such that the pressure gradient between the at-
mosphere and the interplanetary medium drives a hydrodynamic escaping wind. This situation
is akin to the well-known solar (and stellar) wind, as first theorized by Parker in 1958 [13]. In both
cases, the temperature in the atmosphere needs to exceed a threshold to allow for the escape. The
main driver maintaining such temperatures is the incoming extreme UV (EUV) and X-ray fluxes
from the host star, denoted here FEUV. This radiation is composed of photons with wavelengths
shorter than 912 Å (the ionization threshold of hydrogen) which ionize the hydrogen of the plan-
etary atmosphere and deposit heat during this process (e.g. [14]). The bulk heating comes from
photons close to this threshold, because the cross-section of the bound-free absorption of hydro-
gen varies with the cube of the wavelength. The transition between the Jeans and hydrodynamic
escape is determined by the Jeans parameter [12]

λex = GMP mel

r kbT
= v2

esc

v2
el

, (1)

where mel and vel and respectively the mass and the thermal speed of the escaping chemical
component el, T the temperature of the atmosphere, and kb the Boltzmann constant. If λex is
small, Jeans escape naturally occurs. If it is large, the hydrodynamic escape prevails. The exact
value of the transition depends on the composition of the atmosphere (e.g. [15, 16]). In the case
of hydrodynamic escape, several prescription have been proposed in the literature. Based on an
energy-limited approach, [17] derived a mass-loss rate formulation based on the equilibrium
between the heat deposition of the incoming stellar extreme UV flux and the gravitational
potential of the planet. In this case, one can derive the following formula

ṀP ∼ αFEUVπR2
P

GMP /RP
∼ 1.4×107α

(
RP

108 m

)(
M J

MP

)(
FEUV

0.45 W m−2

)
kg s−1 , (2)

where α is a factor between 0 and 1 quantifying the fraction of the heat received from the star
that is put to work against gravity. If FEUV is large, the radiative cooling (proportional to n2) in the
planetary atmosphere starts to participate to the balance. This gives n ∝ F 1/2

EUV and the mass loss
rate scaling-law becomes

ṀP ∼ 4×109
(

FEUV

500 W m−2

)
kg s−1 . (3)

These scaling laws provide a useful first-order estimate of the atmospheric mass-loss, but can
predict mass losses varying from one or two orders of magnitude depending which scaling law
is used. They are furthermore generally applicable only to pure-hydrogen atmospheres. They
predict maximum evaporation rates of about 109 − 1010 kg/s for the hottest and most massive
planets we know, which is a good upper limit as of today on the atmospheric escape rate. This
can lead to fast atmosphere erosion for low-mass planets: the atmosphere of the Earth has a
mass of about 5× 1018 kg which would be lost in about 16 years under such extreme escaping
conditions! These scaling laws nevertheless neglect many aspects of the real, three-dimensional
geometry and day-night asymmetry of the escaping atmosphere, as well as more complex non-
thermal escape processes.
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Non-thermal escape can take a variety of form, depending on the planet (its mass and
composition), and on its host star. It is driven either by the irradiating flux from the host star,
or by the interaction of the upper atmosphere with the stellar wind. The photons from the star
can lead to photochemistry in the upper atmosphere in the form of, e.g. ion recombination or
photo-dissociation of molecules. Both reactions can be exothermic, and therefore ultimately
contribute to the escape of atmospheric components. Conversely, the exposure to the stellar
wind can lead to charge exchange between the ionized wind and the neutral atmosphere, to the
induction of ionospheric outflows, or to the mixing and escape of components by hydrodynamic
and/or plasma instabilities at the interface between the two media. These processes can depend
on the existence or non-existence of a magnetosphere or of an ionosphere, which existence can
be questioned depending on the level of irradiation. Some lead to the escape of components in an
ionized form, while other lead to the escape of neutral elements, often dubbed energetic-neutral-
atoms (ENA). This distinction is of paramount importance for the detection and understanding of
escaping atmospheres, as most of the detectable signal from such object is tied to the distribution
of neutrals in the environment of exoplanets. We will not detail these mechanisms here for
the sake of brevity, and defer again the reader to the review of [12] for a complete description.
We note though that in the solar system, for instance, photochemistry dominates atmospheric
escape at Mars, while at Venus ionospheric escape is thought to be the leading mechanism [11].
When considering hot exoplanets, caution is therefore in order when assessing which process
dominates.

In the context of massive planets on close-in orbits, the irradiation of their upper atmosphere
can lead to a variety of phenomena. Due to their strong gravitational potential, the stellar
irradiation can lead to the inflation of their atmosphere while keeping most of it gravitationally
bound. Nevertheless, ultra-hot Jupiters still intercept a very energetic stellar EUV flux and can
therefore reach an escaping atmosphere state. In this context, the morphology of the escape
can be of different types. Based on numerical simulations where the thermal escape rate of the
planetary atmosphere is prescribed a priroi, [18] have classified escape patterns into four broad
families. These families are illustrated in Figure 2 and can be classified depending on the ratios
between three characteristic length scales.

The first length scale is the Hill radius

Rt =
(

MP

3M⋆

)
Rorb , (4)

which corresponds to the L1 Lagrange point of the orbital system. It characterizes how much the
escaping flow is influenced by the gravitational potential of the star.

The second length scale is the distance at which the ram pressure of the escaping planetary
wind matches the ambient pressure of the stellar wind Pamb. The latter is the sum of three
contributions: the thermal pressure of the stellar wind, its magnetic pressure, and the ram
pressure in the frame where the planet is at rest. The stand-off distance is defined as pressure
equilibrium distance such that

Rw =
(

ṀP vw,p

4πPamb

)1/2

, (5)

where vw,p is the speed of the planetary wind at Rw .
Finally, a third length scale can be defined when the planet possesses its own magnetic field

and an associated magnetosphere. In that case, the pressure equilibrium can be reached between
the ambient pressure Pamb and the magnetic pressure of the planetary magnetosphere. Assuming
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a dipole field for the magnetosphere and a surface magnetic field BP at r = RP , the magnetic
stand-off distance can be approximated by

Rm = RP

(
B 2

P

2µ0Pamb

)1/6

, (6)

where we have assumed S.I. units and µ0 is the permeability of free space.
The morphology of the escaping atmosphere can then be characterized as follows ([18], see

Figure 2):

• Rt > Rm > Rw (Type I): In this case, the planetary outflow is weak, and the stellar wind
is intercepted by the planetary magnetosphere (Rm > Rw , top left panel). The tail angle
depends on the incoming stellar wind orientation, and the tail width is directly controlled
by the size of the planetary magnetosphere.

• Rt > Rw > Rm (Type II): In this case, the planetary outflow is strong and the stellar and
planetary wind directly collide (Rw > Rm , top right panel). A bow shock is formed at the
interface. An accumulation of the escaping material can occur at its apex, which could be
at the origin of some detections if it remains sufficiently neutral (see § 2.2).

• Rw > Rm and Rw > Rt (Type III): The type III interaction is a stronger version of the type
II interaction, whereby the planetary wind is so strong (or the gravity of the planet is
not strong enough, Rw > Rt , bottom left panel) that only part of the escaping material is
swept back into a tail, while the other part falls down towards the host star.

• Rm > Rw and Rm > Rt (Type IV): The type IV interaction corresponds also to a case
where the interaction takes place out of the Hill radius of the planet, but in this case the
planetary outflow is weaker (Rm > Rw , bottom right panel). This case is comparable to a
classical Roche lobe overflow process, except that the magnetized stellar wind also plays
an important role in shaping the escape route for the atmospheric material.

The four types of interaction could in principle occur in close-in star-planet systems. The
control parameters of the interaction are the spectral type of the host star, the orbital distance of
the planet, and the mass and the composition of the planet. The star controls the characteristics
of the wind, which determines the ambient pressure surrounding the planet and participates in
non-thermal escaping processes (see above). It also provides the main energy source powering
the atmospheric escape by its EUV and X-rays fluxes. We note that in this work and in this
classification, the outflow is assumed to be fully ionized. This is not necessarily the case in reality,
especially on the night side of the planet. This leads us to discuss the limitations of the above
simple physical ingredients we have introduced, and the modelling efforts that are being carried
out to overcome these limitations.

The first limitation comes from the real geometry of star-planet systems. The planets can
have a complex orbit and therefore be subject to a wind and radiative environment that varies
on a timescale of a few days or even less. In addition, the interaction is fundamentally 3D due
to the orbital direction and the star-planet axis which differ. The magnetic field of the planet
can also have an angle with respect to these axes. These aspects require the use of numerical
models to quantify adequately the mass loss rate of exoplanets, and the shape any visible feature
associated with the escaping atmosphere in and out of transit [19, 20]. The second limitation of
the simplified approach we laid out naturally comes from the complexity of the photochemical
network of reactions that depends on the composition of the planetary atmosphere as well as
the EUV and X-rays spectrum of the host star. In this context, again, numerical simulations are
required to compute in an ab-initio manner the photochemical reactions and the associated
continuity equations for the various species as well as the heat exchanges associated with these
reactions [21]. Finally, an often overlooked aspect of such interaction lies in the stellar variability.
Active stars produce strong flares and energetic particles that can play a role in the escaping
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Figure 2. Types of planetary escape flows under strong irradiation (adapted from [18]),
viewed on top of the orbital plane in the frame where the planet is at rest. Four types of
outflow have been identified (see text). The dotted line corresponds in each panel to the
effective gravitational potential and passes through the Lagrange point L1 on the planet-
star line. The dashed arcs in panels II and III correspond to the distance at which the
ambient pressure of the stellar wind is in equilibrium with the ram pressure of the planetary
wind. The grey areas delimited by solid lines represent the escape patterns.

processes of planetary atmospheres [22]. Therefore, they should be considered when assessing
the atmospheric state of hot planets around active stars.

2.2. Observable effects of radiative and wind-atmosphere interactions

After a quick review of the physical ingredients behind the radiative and wind-atmosphere
interactions for hot exoplanets, let us discuss the available observational evidence for these
processes.

The first detection of an escaping atmosphere has been provided by [23]. They detected an
absorption in Lyman-α of HD 209458 during three transits of HD 209458b with the Hubble Space
Telescope, and showed it corresponded to a location beyond the Roche lobe of the planet, and
therefore could be interpreted as planet evaporation. This detection is illustrated in Figure 3.
Since then, multiple detections of such evaporating atmospheres have been reported for famous
systems such as HD 189733, WASP-12, or GJ 436. We defer the reader to the recent review [24]
on that topic. We can hope that future space-based UV observatories, such as LUVOIR would
give access to more targets and constraints for our understanding of evaporating atmospheres.
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Figure 3. First detection of an absorption in Lyman-α that originates from an outflowing
atmosphere, as originally published in [23]. The top panel (a) shows the Lyman-α profile,
during transit (thick line) and before transit (thin line). A clear absorption can be seen in
the blue wing on the left (labeled ’In’), with a flux lesser by about 10% to 15% during transit.
The lower panel (c) shows the ratio between the two spectra in the two wings. In this panel,
the central part of the spectrum was not considered as it is polluted by geocoronal emission
(’Geo’ domain). The middle panel (b) shows the errors bar for each spectra bin. More details
can be found in [23].

Furthermore, optical and near-infrared instruments can also provide constraints on other upper
atmosphere tracers, such as sodium in the atmosphere of low-mass planets.

Indirect tracers of escaping atmospheres have also been proposed in the literature. In the
context of type III evaporation (see § 2.1), the atmospheric material falling onto the host star
could create hot spots or at least features in the stellar spectrum. This was first proposed for
instance as an explanation for an anomaly in the CaII K line of HD 179949 and τ-Boo [25], or
for the excess of X-rays and far-UV emission of HD 189773 [26]. This interpretation must be
taken with caution, though, as the significant phase shift between the planet position and the
phase of these features on the stellar disk is large and cannot be as easily explained by material
falling from the hot Jupiter. In addition [27] found an opposite situation for WASP-12 that exhibits
anomalously low chromospheric emissions. Such dimming was also reported for WASP-18, and
could be due to absorption by circumstellar material originating from its close-in outgasing
planet [28].
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Other striking evidences of planet evaporation are found in the demographics of hot exo-
planet, as illustrated on panel A in Figure 1. First, the hot sub-Jovian desert (dearth of planets
in the top left corner of the panel with masses lower than 0.5-0.7 M J on orbital periods lower
than about 3 days) is probably at least in part due to photo-evaporation. Indeed, planets with
MP ≲ 0.2M J have likely too weak gravitational force to hold their external layer under strong in-
sulation from their host. They lose a portion of their mass and subsequently fall into a category
of lower-mass planets, creating part of the sub-Jovian desert. The origin of the higher end of the
desert (not shown in Figure 1) is more uncertain as of today, but could originate from e.g. high-
eccentricity migration [29]. In addition, the radius valley in the distribution of small planets [5] is
likely also due to evaporating atmospheres. [30] presented a simple and convincing model based
on an energy-limited approach (see § 2.1) which reproduces a radius valley for low mass planets
on orbit shorter than about 20 days. More precise computation of photo-evaporation rates for
such planets should consider all other mechanisms we laid out in the preceding sections, and
some efforts in that direction are currently underway in the community (e.g. [31, 32]).

3. Tidal interactions

3.1. Physical concepts

Tidal interactions consist in the gravitational response of a non-punctual body A to another body
B. Such perturbations induced by body B can be dissipated in rocky or fluid layers of body A,
which in turn affects the dynamics of the body B. In the context of star-planet systems, tidal
forces can affect the rotation of each body and their respective orbist. They can change the
eccentricity and the inclination of the smaller body’s orbit, and can also lead to atmosphere-
core decoupling in planets. Multiple excellent reviews are already available on tides in stars and
planets (e.g. [33, 34]). We here briefly review the physical processes at stake and defer the reader
to these other works for more mathematical and physical details on tides.

The gravitational perturbation applies a force Ftide on body A deriving from a tidal potential of
punctual body B such that

Ftide(r) =∇
[

GMB

d 3 P2 (xr)

]
, (7)

where MB is the mass of body B, d the distance vector between the centers of the bodies and
r the position within body A on which the tidal force applies. P2 is the Legendre polynomial of
order 2, and xr = cos(d · r). The deformation associated with the tidal force (Eq. (7)) induces a
large-scale flow in fluid layers of boday A and elastic displacement in rocky layers of body A.
This phenomenon is often referred to as the equilibrium tide [35]. It is illustrated in Figure 4,
where the adiabatic adjustment of the equilibrium tide is shown by the green ellipse (the so-
called tidal bulge). Because body A rotates at a rate ΩA that differs from the orbital frequency nB

(nB =
√

GMA/d 3 for a circular orbit), the bulge is out of phase. It can be in advance or delayed
compared to the orbital phase if the rotation rate of body A is faster or slower than the orbital
frequency. In Figure 4, we illustrate the case ΩA > nB . The existence of a phase of the tidal
bulge (denoted with an angle δ) leads to the dissipation of the bulge itself by friction. It must
be nevertheless noted right away that the tidal force can also excite waves within body A. These
waves are triggered at the tidal frequency σ = lnB − mΩA , with l and m spherical harmonics
degrees corresponding to the complexity of the orbit. Depending on the physical conditions
within body A, the tidal forcing can excite waves that can be sustained by Coriolis forces if body
A is in rotation, buoyancy in stably-stratified layers, compressibility, elasticity, or even Lorentz
forces in presence of a magnetic field within a conducting layer. This wave-like tide is often
refereed to as a dynamical tide. The restoring force constrains the range of frequencies at which
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Figure 4. Schematic of the equilibrium tide, adapted from [34]. The case nB < ΩA is
illustrated, where the tidal bulge is in advance of phase compared to the perturbator
position (B). The adiabatic adjustment is shown by the green ellipse, and the net adjustment
which is determined by the difference ΩA −nB and the dissipation properties of body A is
shown by the red ellipse. The angle between the tidal bulge and the perturbator position is
generally denoted δ.

dynamical tides can exist. For instance, in the case of the inertial dynamical tide, the restoring
force is the Coriolis force which has a characteristic frequency of 2ΩA . As a result, this specific
dynamical tide can only occur if nB > 2ΩA .

Both equilibrium and dynamical tidal responses in body A can be subject to dissipation.
This dissipation can occur due to viscosity, heat diffusion, or non-linear wave interactions. This
dissipation actually leads to a transfer of kinetic energy from the orbit of body B to the interior of
body A. This is what occurs for instance between the Earth and the moon, and its leads the moon
to migrate outward by about 3.8 centimeters per year [36]. The net torque applied to body A can
be generalized through [37]

Γtides =−6JB nB
MB

MA

(
RA

d

)5 k2

Q A
, (8)

where JB is the orbital angular momentum of body B (for a circular orbit, JB = MP nB d 2), k2 is
the hydrostatic Love number of body A, and Q A is the tidal dissipation quality factor of body
A. Q A encapsulates all the internal properties of body A and varies with the type of tidal flow
considered. It is common to introduce the generalized quality factor Q ′ = 3Q/(2k2) [38], which
reduces to Q ′ =Q for a homogeneous body. The tidal dissipation quality factor Q is a convenient
representation of the dissipation timescale of the tide, and Q ′ is a dimensionless version of this
quality factor. The smallest Q ′ is, the strongest is the tidal dissipation. It can vary by many orders
of magnitude depending on the internal properties of the dissipating body, and on the type of
tides considered. As a result, when orbital changes can be measured, tidal theory by the means of
the tidal quality factor can offer a probe of the internal properties of the orbiting body [39].

Disregarding the formulation of the torque for now, let us first consider a star-planet system
with an initial stellar rotational angular momentum J⋆ = GM⋆R2

⋆Ω⋆ and a planetary orbital
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momentum JP . A torque such as (8) transfers momentum from one reservoir to the other. We
note that the orbital angular momentum JP is proportional to n−1/3

P while the rotational angular
momentum J⋆ is proportional to Ω⋆. Therefore, the torque leads to a change in the orbital
frequency that is stronger than the change of the stellar rotation rate. If we consider the case
of a momentum transfer towards the star, this results in the fact that if J⋆ > 3JP , the torque leads
to a change of orbital frequency that is too fast to reach co-rotation (nP = Ω⋆) and the planet
spirals inward toward the central star until it reaches its Roche lobe. Conversely, if J⋆ ≤ 3JP , the
momentum difference between the two bodies is lesser and as the planet migrates inwards the
rotation rate of the star changes significantly: the system evolves towards co-rotation where the
angular momentum transfer halts.

To conclude the overview of the basic theories behind our understanding of tidal interactions,
it is also instructive to explore the forms that k2/Q A can take depending on the type of tide
considered. We will give the example here of the interior of a star, and defer the reader to more
complete reviews of tidal interaction for the detailed description of tidal dissipation in solid
and fluid layers of planets [34]. Let us first consider the equilibrium tide, which is the global
circulation induced within body A by the tidal potential. Refining the initial approach of [35],
[40] proposed an analytical model of the tidal dissipation such that

k2

Q⋆

∣∣∣∣
equilibrium

∝ R3
⋆

GM 2
⋆

∣∣∣∣σ2

∫ R⋆

0

(
r

R⋆

)8

ρνt dr

∣∣∣∣ , (9)

where ρ is the density within the star,σ2 = 2(nP−Ω⋆) is the tidal frequency, and νt is the turbulent
viscosity that dissipates the tidal flow. Generally, the dissipation occurs due to the interaction
of the tidal flow with turbulent motions that act as en effective viscosity. Therefore, the above
integral is often only considered in convective zones within stars.

We finally note here that the dynamical tide can also be dissipated within stars. This case
is nevertheless much more complex to treat, because of the nature of dynamical tides, and a
specific formulation must be derived for each type of dynamical tide. We refere the readers to the
aforementioned reviews [34, 38] if they want to dig deeper into this topic.

3.2. Observable effects of tidal interactions

The tidal interactions lead to an exchange of momentum between the two bodies. As a result,
one can expect tides and their dissipation to be playing a key role in shaping the architecture
of star-planet systems. In the previous section, we have detailed tides induced in body A by a
punctual companion B. In reality, tidal forcing also applies within body B due to the existence of
the primary body A. Both tides and their associated dissipation will add up and contribute to the
rotational and orbital evolution of the two bodies.

The first effect we consider here is the migration of the less massive body B. Depending on the
characteristics of bodies A and B, the migration timescale of a close-in exoplanet can theoretically
vary from a few thousands years to tens of billion years. In this context, the detection of the orbital
period variations has been attempted for the most promising known exoplanets. For instance, the
transit-to-transit variations in the orbital period of WASP-12 (Porb = 1.09 days) are compatible
with a shift of about 30 ms/year as illustrated on Figure 5 [41–43].

Several studies attempted to constrain the quality factor of tidal dissipation Q ′ in gravitation-
ally bound bodies [47]. For instance, the study of the orbit of natural satellites of Saturn led [39]
to constrain the quality factor of Saturn to be k2/Q ≃ (15.9± 7.4)× 10−5. Likewise, the study of
the demographics of exoplanets could theoretically provide constrains on Q ′ within exoplanets.
Such studies were carried for instance by [48] who provided upper and lower limits for the tidal
dissipation quality factor in both stars and orbiting exoplanets. In [49], a more detailed study
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Figure 5. Orbital decay of WASP-12b, adapted from [43]. The transit data points in black
were taken from [44, 45], the first TESS data points in blue from [46], and the last TESS data
points from [43]. We only show here the transit data, occultation data supporting a period
decay as well can be found in [43]. The horizontal axis represents the barycentric julian day
centered on a specific day. The green curve corresponds to the best fit of the period decay,
which is compatible with an orbit decaying by about 30ms/year (i.e. about 6 minutes / 2000
days).

on the specific population of low-mass exoplanets close to relatively massive stars was also per-
formed. From bayesian inference, they estimate from a population of 223 systems a relatively low
Q ′
⋆ lower limit (logQ ′

⋆ = 8.26), which supports the idea of an enhanced tidal dissipation due to
the existence of dynamical tides [38, 50].

Finally, our understanding of tidal interactions can also benefit from the joint study of systems
where the rotation of the star, its age, and the orbital period of the planets can be characterized.
The excess of rotation in stars hosting hot giant exoplanets was first identified in [51]. With the
Kepler mission, more targets were considered [6] and the dearth of hot exoplanet around fast
rotators was cofnirmed with a sample of 737 Kepler Objects of Interest. Such a dearth is suggestive
of planet engulfment due to an efficient inward migration, possibly due to tides (we note though
that this evidence is still based on a relatively small sample, and revisiting this analysis is today
needed, see e.g. [52]). During stellar evolution, the stellar structure changes in the pre-main
sequence, and the star spins down due to magnetized winds during the main sequence. Such
changes affect the tidal dissipation within the host star [53]. In some cases, the tidal dissipation
is efficient enough so that hot exoplanets circularize, synchronize, and even spiral inward until
engulfment [54]. It is now possible to use tidal dissipation theory to quantitatively assess this
scenario [55]. It does indeed provide a good qualitative comparison with the observed population
of star-planet systems, but the synthetic population produced by the most advanced models
still predict a slight excess of hot exoplanets around fast rotators. This excess could originate
from missing physics (such as an additional tidal dissipation mechanism, or proper inclusion
of magnetic interactions, see §4), a strong bias of the initial population after disk dissipation [56],
or a combination of both. In the future, the PLATO mission will provide robust estimates of the
ages of such star-planet systems that will allow more precise observational constraints on the
tidal dissipation quality factors, and on tidal interaction theory [57].

4. Magnetic interactions

4.1. Physical concepts

Planets on close-in orbits can be thought of as a perturbator within the interplanetary medium.
It is subject to a drag from its environment, and can channel energy towards the central star. As a

https://www.cosmos.esa.int/web/plato
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result, the characterization of star-planet magnetic interactions requires to estimate the plasma
conditions along the orbit, that are set by the stellar wind. We will not detail here stellar wind
theory [13], and refer the reader to recent reviews [58, 59]. Let us summarize it as follows. Cool
stars like the Sun possess an external turbulent convective envelope that is the seat of an efficient
dynamo process. The associated large-scale magnetic field sculpts the environment of the star.
In addition, turbulent photospheric motions are thought to excite magnetic perturbations, likely
in the form of Alfvén waves, that propagate along this magnetic field and ultimately deposit
their energy upper in the stellar atmosphere. Small-scale impulsive events can also participate in
expelling magnetic energy into heating the stellar atmosphere. In the case of the Sun, these lead
to a very hot corona, reaching more than a million Kelvin. This hot corona leads to the existence
of a stellar wind, accelerating outwards and reaching supersonic and superalfvénic speeds. At the
Earth orbit, the solar wind speed averages between 400 and 700 km/s, and reaches an alfvénic
Mach number Ma between 9 and 10! These conditions can strongly vary in the context of hot
exoplanets.
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Figure 6. Schematic of alfvénic Mach numbers in compact star-planet systems. The top
panel illustrates the star (yellow), the planet (blue) and its orbit (black), and the direction
associated with the alfvénic Mach numbers (Eqs. (10)-(12)). The red and blue circular arcs
label the position of possible shocks. The bottom panels show the values of these numbers
as a function of orbital distance. The left panel corresponds to a Sun-like star, and the right
panel to a young, fast-rotating Sun. Adapted from [60], and inspired from [61].

We can get a first estimate of the wind conditions at a given distance from the star by
computing a simple Weber–Davis wind solution under the influence of rotation [62]. Three
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alfvénic Mach numbers can be computed, each characterizing different aspects of star-planet
magnetic interactions. They are illustrated in the top panel of Figure 6 and are defined as follows

M radial
A = v w

r

v A
, (10)

M orbital
A =

∣∣∣v w
ϕ − vkep

∣∣∣
v A

, (11)

M total
A =

∣∣vw −vkep
∣∣

v A
, (12)

where vw is the stellar wind velocity field. The Kepler velocity vkep is assumed here to correspond
to a circular orbit. Finally, v A = Bw /

p
µ0ρw is the local Alfvén speed at the planet orbit based on

the plasma properties in the stellar wind.
In the bottom panels of Figure 6 we illustrate the three alfvénic Mach numbers for a Sun-like

star on the left and a fast rotating Sun (e.g. a young Sun) on the right. The classical alfvénic Mach
number (Eq. (10)) is shown by the red dashed lines. For the Sun (left panel), this simplified 1D
model predicts an average alfvénic point around 17 solar radii (see also the red area in panel C
of Figure 1), which is relatively close to the latest estimates from Parker Solar Probe [63]. The
orbital alfvénic Mach number M orbital

A is shown in blue. It is super-alfvénic very close to the star,
due to a very fast keplerian motion. We see that it remains nevertheless sub-aflvénic for most
of the domain for a Sun-like star. In the case of an extremely fast-rotating star (right panel), the
co-rotation radius (vertical dashed line) can be in the sub-alfvénic domain of the stellar wind.
At the co-rotation radius M orbital

A = 0 by definition, which means that the magnetic interaction
vanishes in the direction of the orbit. Finally, the total Alfvénic Mach number (Eq. (12)) is shown
by the orange dotted line, and matches the maximum of the two other Mach numbers. Following
this basic analysis, we can conclude that most planets orbiting below 10 to 20R⋆ are likely to be
in a sub-alfvénic interaction regime [64] (see Figure 1, panel C). Such planets are therefore likely
to be magnetically connected to their host star. We now turn to the basic description of different
magnetic connection scenarii in this sub-alfvénic regime.

The perturbations that a planet triggers in the interplanetary medium can be decomposed as
magneto-hydrodynamic (MHD) waves traveling away from the planet location. In the family of
MHD waves, pure Alfv́en waves are degenerate (their group velocity is equal to the Alfvén speed
and does not depend on the wave vector) and therefore they carry most of the energy involved in
the interaction in a focused manner away from the perturbator [65]. A net Poynting flux is thus
channeled away from the planet by the Alfvén waves, along what is often referred to as Alfvén
wings. If the perturbator lies in a sub-alfvénic region of the stellar wind, the alfvénic perturbations
can travel back and forth between the star and the planet due to reflections induced by Alfvén
speed variations in the stellar wind and in the low atmosphere of the star. In the context of star-
planet systems, a simple estimate of the ratio between the alfvénic travel time and the advective
timescale of the flow across the obstacle can be found in [66]. In essence, what is found is that
for obstacles constituted by a planet and its magnetosphere, alfvénic perturbations generally do
not have time to perform a back and forth travel between the planet and the low atmosphere
of the star during the advective crossing timescale. This situation corresponds to the so-called
pure Alfvén wing case [65] and is often referred to as a dipolar interaction. Other scenarios
can be achieved, depending on the propagation time of these waves and on the conductive
properties of the planet (in the context of Jupiter and its moons, see [67, 68]). For instance, [69]
showed that planets with no magnetosphere and high internal conductivities could lead to the
opposite situation, where Alfvénic perturbations have time to perform multiple back-and-forth
travels. The latter case is generally referred to as the unipolar inductor interaction regime. In
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this interpretation, it is common to use an analogy with an electric circuit. The planet drives
an electromotive force, and the electric circuit is composed of the planet, the wing in between
the planet and the star, and the atmosphere of the star where Alfvén waves bounce back. Each
part can be associated to an equivalent resistance R [69]. In most unipolar inductor models, the
dominant resistance is considered to be the one of the stellar atmosphere. In that situation, the
unipolar inductor model leads to very strong magnetic interactions. Nevertheless, this situation
is not necessarily always achieved. First, [70] argued that if the total resistance of the circuit (in
Ohms) is such that

Rtot <Rcrit = 4µ0

π
a

∣∣∣∣ 2π

Porb
−Ω⋆

∣∣∣∣ , (13)

where a is the semi-major axis, then the expected toroidal field is so intense that the wing
should break and reconnect by means of kink-like instabilities. This scenario, sometimes referred
to as the stretch-and-break mechanism, was also studied in depth in [71]. It is important to
note that Rcrit ≃ 0.1 Ohms for a planet on a 10 days orbit around a solar twin, while R⋆ ≃
10−5 Ohms according to [69]. Therefore, this significantly lessens the strength of the unipolar
interaction as modelled by [69] due to a much higher effective resistence. Second, the mere
propagation of Alfvén waves within the stellar corona is also limited by the Alfvén conductance
ΣA = (µ0v A)−1(1+M 2

A −2MA sinΘ)−1/2 (whereΘ is the angle between the relative orbital velocity
and the perpendicular to the ambient magnetic field), as shown by [72]. The equivalent Alfvén
resistance RA = 1/ΣA ranges typically between 0.02 and 3 Ohms for a planet on a 10 days orbit
around a solar twin, and can therefore also be a limiting resistance for the electric circuit as
well. These two limitations severely weaken the magnetic interaction envisioned by [69] for
their unipolar inductor, which can in the end be understood as a prolongation of the dipolar
interaction case (see also [68]).

The energy channeled by the interaction towards the star can be estimated by the Poynting
flux carried by Alfvén waves through [74]

P =
∫

AW
S ·dA ≃ 2πR2ᾱ2 (

1+M 2
A −2MA sinΘ

)1/2
S AW , (14)

where R is the effective radius of the obstacle, and ᾱ = ΣP /(ΣP +ΣA) quantifies the conductive
properties of the obstacle (where ΣP is the Pedersen conductance in the planet’s ionosphere).
These results were later confirmed and extended to more complex geometries through 3D nu-
merical simulations [75, 76]. The maximal power is obtained for high conductance in planet’s at-
mospheres, for which ᾱ= 1. In the solar system, ᾱ varies from a few 10−2 to about 1 for the differ-
ent moons of Jupiter and Saturn [74, 77]. The conductive properties of exoplanets are neverthe-
less largely unknown as of today. They depend for instance on the complex photochemical reac-
tions in their upper atmosphere, and hence on both the irradiation received by the planet, and
the planet atmospheric composition (see § 2). Both are expected to change significantly along
stellar evolution. Ab-initio calculations are today being performed to characterize (among other
aspects) the conductive properties of exoplanets’ atmosphere (e.g. see the Kompot code [78]).

The magnetic torque felt by close-in exoplanets can also be expressed in a simplified form with
was also. A simplified version of this scaling law can be written as

Γmag =Cdrag (Ma ,ΘM ,BP ) AobstPt , (15)

where Pt is the total pressure of the medium in which the planet orbit, Aobst is the obstacle area
offered by the planet and its magnetosphere, and Cdrag is a drag coefficient that depends on the
alfvénic Mach number, the angle ΘM between the planetary field and the ambient field and the
planetary field strength BP . This torque was systematically parameterized through numerical
simulations [75, 76] and can lead to a migration timescale as short as a few million years when
planets are in close-in orbit around young active stars [79]. Magnetic interactions can therefore
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Two strong wings Two weak wings One strong wing

Stellar dipole Stellar quadrupole

Figure 7. Topology of Alfvén wings deduced from numerical simulations [73]. In each
panel, the wings are materialized by a volume rendering of positive/negative currents in
red/blue. The magnetic field lines of the stellar wind and corona are shown by the colored
tubes. The two left panels show the example of two wings connecting the star and the
planet. In the second panel, only the orientation of the planetary field has been reversed,
showing no change in the connectivity path of the wings but affecting strongly the strength
of the magnetic interaction. On the right panel, the topology of the stellar magnetic field is
quadrupolar and in this case only one wing connects the planet to the star. The other wing
still exists, but extends away from the star into the interplanetary medium. Adapted
from [73].

sometimes add up to tidal interactions and affect the secular evolution of compact star-planet
systems.

A more thorough description of the different interactions regimes can be found in [66]. We
refer the interested reader to this review and the references therein. In all cases, though, two
Alfvén wings always form in the (Bw ,vw −vkep) plane. Depending on the Alfvénic Mach numbers
(Eqs. (10)-(12)), both wings can connect onto the host star, only one may do so while the other
extends away toward the interplanetary medium, or both may head away from the host star (see
Figure 7). As a result, the knowledge of the magnetic configuration between the host star and the
orbital path of the planet is mandatory to assess star-planet magnetic interactions.

4.2. Observable effects of magnetic interactions

The search for star-planet magnetic interactions has been a continuous history of positive and
negative detections. The first detection (yet still debated) of a signal that could be related to
star-planet magnetic interactions was reported in the CaII K band of HD 179949 [80], following a
theoretical argument for the existence of star-planet magnetic interaction [81]. They monitored
at that time 5 promising star-planet systems, and detected a modulation associated with the
hot Jupiter orbital period only for HD 179949. The other systems did not show any evidence
of star-planet magnetic interactions at that time. Such signals have been observed since for
different systems (see the review [82]) such as famous compact star-planet systems like 55 Cnc
or HD 189733 [83]. The star-planet interactions tracers found in the stellar activity indicators
have always been subject to a large variability, with very clear signals at some epochs, and no
detection at others [25, 84]. We believe today that at least part of this hide & seek stems for the
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intrinsic, complex and variable nature of star-planet magnetic interactions. Star-planet magnetic
interactions are controlled by the large-scale magnetism of stars, that can be topologically
complex [85, 86] and time-variable due to eruptive events (e.g. flares and coronal mass ejections,
on a monthly timescale [87]) or magnetic cycles (on the yearly to decadal timescale). As a result,
star-planet magnetic interactions likely vary in nature and strength along planetary orbits as
well as on longer timescales. The effect of magnetic topology has been recently unveiled for the
case of HD 189733 [88] and is illustrated in Figure 8. In this system, the structuring of the stellar
corona was modelled based on the magnetic topology of the central star characterized thanks to
Zeeman–Doppler Imaging [89]. A synthetic chromospheric signal was produced (see lower panel
in Figure 8), and was shown to be modulated by both the stellar rotational phase and the planet
orbital phase. As a consequence, given the scarcity of past observational campaigns, the detection
of a signal from available observation would be statistically likely only about 15% of the time. Such
statistics explain at least part of the past successful and failed attempts for their detection in this
system, and warrant much denser observational programs for their firm detection.

Historically, tracers of star-planet magnetic interaction have also been searched in radio.
Indeed, compact star-planet systems look alike planet-satellite systems in our solar-system. The
interaction of Io in the magnetosphere of Jupiter is known to lead to cyclotron-maser radio
emissions near the poles of Jupiter [61]. At the same location, strikingly clear UV spots are
present [90, 91], tracing the footprints of the magnetic interaction of Jupiter with Ganymede, Io,
and Europa. Until recently, no clear radio detection of star-planet magnetic interactions have
been successfully obtained [92]. In 2019-2020, two new observations hinted toward these long-
awaited radio emissions. The first one was a cautious suspicion of a radio emission in the τ

Boo system [93]. The second one was the detection of coherent radio emission from the red
dwarf GJ 1151 [94]. The latter is an indirect detection, in the sense that the observed stellar radio
emission is peculiarly intense compared to what is expected from such a slowly-rotating star.
The authors showed that the observed emission could be compatible with star-planet magnetic
interaction with an Earth-like planet on a 1 to 5 days orbit, but we have not detected this planet
so far [95]. A firm detection of this hypothetical planet through transits or radial velocity would
help strengthen our confidence in this detection scenario today. The detection of star-planet
interactions through radio maser emissions is quickly growing with ambitious and dedicated
observational program with instruments like NenuFAR [96].

Finally, the magnetic torque (Eq. (15)) can also lead to the migration of hot magnetized
planets. The systematic comparison of tidal and magnetic torques [97] leads to the conclusion
that magnetic torque can dominate the migration path for low-mass planets around low mass
stars, whereas tides tend to dominate the migration of more massive close-in planets. These
conclusions have further been supported using secular evolution models as well [55]. Therefore,
the architecture of star-planet systems is also likely influenced by magnetic interactions.

5. Conclusions and perspectives

In this review I have introduced the physical concepts behind the three main star-planet inter-
action processes that occur in compact star-planet systems: high atmosphere irradiation and at-
mospheric escape, gravitational interaction in the form of tides, and magnetic interaction. For
each process, I have reviewed simple approaches and scaling-laws describing them. I have also
highlighted the key observational results which could originate from these interactions. Never-
theless, we still need to improve our physical understanding of these interactions to leverage the
maximum information from the observational data we have at hand. For instance, the mere ob-
servation of a planet with a decaying orbit ([43], see § 3.2) provides a fantastic test bed for tidal
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Figure 8. Predicted star-planet interaction pattern for HD 189733b [88] and detected sig-
nal [83]. In the top panel, the coronal structure is predicted from a stellar wind model lever-
aging the magnetic topology of HD 189733 observed in August 2013 [89]. The Alfvénic Mach
number (Eq. (12)) is shown on the orbital plane with bright blueish colors (Ma < 1) and
bright yellowish colors (Ma > 1). The Alfvén 3D surface is shown by the transparent blue
surface, and the magnetic field lines by the gray tubes. The magnetic connectivity path is
shown by the red and blue tubes. In this situation, one wing connects back to the star for
half of the orbit, and the other wing ensures the connection for the other half of the orbit.
In the bottom panel, a synthetic emission pattern is predicted based on the magnetic con-
nectivity path above and on the orbital phase (orange crosses). The observational signal is
shown by the blue squares [83]. This study demonstrates the need for much denser obser-
vational campaigns to clearly associate the detected signal with star-planet magnetic inter-
actions. For more details, see [88].

and magnetic interaction theories, and for their use to characterize the internal properties of in-
teracting star and planets.

Multiple groups have recently claimed to detect the long awaited tracers of star-planet mag-
netic interactions (see § 4.2). Still, the power predicted by models of magnetic interaction de-
pends on ill-characterized parameters in compact star-planet systems (see § 4.1). This makes the
estimates of the magnitude of these interactions imprecise, i.e. within at least an order of magni-
tude [98]. We need to go beyond this limitation and develop more precise models of star-planet
interaction around cool stars. The main unknown today is how the energy carried in Alfvén wings
is deposited in the stellar environment. Incoming Alfvén waves encounter a corona, eventually a
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transition region, and some of them can permeate into the chromosphere and maybe the photo-
sphere. It is challenging, yet feasible to model this sequence from ab-initio principles (see e.g. [99]
for a step in this direction). In addition, the temporal phasing of star-planet magnetic interactions
can be predicted based on the large-scale, 3D topology of distant stars [88]. The combination of
both may allow the firm detection and characterization of star-planet magnetic interaction in a
near future.

Finally, the joint study of star-planet magnetic interaction and atmospheric escape processes
is needed today. These processes can be complex and depend on the type of exoplanet considered
and its distance to its host star (see § 2.1 and [12]). Hydrodynamic and magneto-hydrodynamic
models have been refined over the past five years to include at the same time the magnetic
interaction itself [18, 100] and the self-consistent excitation of a hydrodynamic planetary wind
embedding both neutral and ionized species [20, 21]. The development of these models will
greatly help to interpret the wealth of multi-wavelength observational data that the various
ground-based and space telescopes will provide to the exoplanet community in the coming
decade.
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