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Eric Collet is a professor at the University of Rennes 1, specializing in the study of systems with
coupled electronic and structural instabilities, such as neutral-ionic transitions, spin transitions
or the charge transfer transitions. After a post-doctorate at the Léon Brillouin laboratory at CEA
Saclay and a stay in Japan, he was recruited in 2001 at the University of Rennes 1, to initiate
a new activity on photoinduced phase transitions. Within the framework of his appointment
at the Institut Universitaire de France, he conducts research on molecular materials exhibiting
ultra-fast photoinduced phase transitions. He develops photo-crystallography experiments and
uses optical spectroscopies and ultra-fast structural analyses on synchrotron and X-FEL by X-
ray diffraction and XANES. He is also interested in all non-equilibrium mechanisms driven by
laser excitation where the response of materials depends on the excitation wavelength and can
be non-linear. He received the Louis Ancel prize from the French Physical Society in 2017 and the
CNRS silver medal in 2020. Since 2017, he is deputy director of the Institut de Physique de Rennes
and leads an international laboratory with Japan, focused on the study of ultrafast photoinduced
phase transitions.

Eric Collet est Professeur à l’Université de Rennes 1. Ce physicien de la matière condensée est
spécialisé dans l’étude de systèmes présentant des instabilités électroniques et structurales couplées,
telles que la transition neutre-ionique, la transition de spin ou la transition à transfert de charge.
Après un post-doctorat au laboratoire Léon Brillouin au CEA Saclay et un séjour au Japon, il
est recruté en 2001 à l’Université de Rennes 1, pour initier une nouvelle activité portant sur les
transitions de phase photoinduites. Dans le cadre de sa nomination à l’Institut Universitaire de

ISSN (electronic) : 1878-1535 https://comptes-rendus.academie-sciences.fr/physique/

https://doi.org/10.5802/crphys.90
https://comptes-rendus.academie-sciences.fr/physique/


2

France, il mène des recherches sur les matériaux moléculaires présentant des transitions de phases
photoinduites ultra-rapides. Il développe des expériences de photo-cristallographie et utilise les
spectroscopies optiques et les analyses structurales ultra-rapides sur synchrotron et X-FEL par
diffraction des rayons X et XANES. Il s’intéresse aussi à l’ensemble des mécanismes hors équilibre
pilotés par excitation laser où la réponse des matériaux dépend de la longueur d’onde d’excitation
et peut être non-linéaire. Il a reçu le prix Louis Ancel de la société française de physique en 2017 et
la médaille d’argent du CNRS en 2020. Depuis 2017, il est directeur adjoint de l’Institut de Physique
de Rennes et il dirige un laboratoire international avec le Japon, centré sur l’étude des transitions
de phase photoinduites ultra-rapides.

Sylvain Ravy, 60, is a condensed matter physicist specialized in X-ray diffraction. A CNRS re-
searcher, he first joined the Laboratoire de Physique des Solides d’Orsay (LPS), where he worked
on structural phase transitions through the analysis of “X-ray diffuse scattering”, which allows the
study of disorder effects in condensed matter, such as those appearing in the precursor effects of
phase transitions. After a two-year stay in the USA, where he conducted photoelectron spec-
troscopy experiments at the Berkeley Synchrotron, he joined the SOLEIL synchrotron in 2004, to
set up a diffraction beamline, CRISTAL. This line is dedicated to crystallography, in particular to
studies using the coherence of X-rays (coherent scattering) and time-resolved scattering. After
11 years at SOLEIL, he became director of the LPS in 2015, where he continues to work on time-
resolved diffraction, particularly on so-called “charge density wave” compounds. Indeed, these
compounds are particularly sensitive to ultrafast laser pulses which induce insulator-to-metal
phase transitions, with associated structural effects. Since 2021, he is Deputy Scientific Director
at the “Institut de Physique du CNRS”, in charge of the research infrastructures, mainly photon
and neutron sources.

Sylvain Ravy, 60 ans, est un physicien de la matière condensée spécialisé dans la diffraction
des rayons X. Chercheur CNRS, il a d’abord rejoint le Laboratoire de Physique des Solides d’Orsay
(LPS), où il a travaillé sur les transitions de phase structurales par l’analyse de la « diffusion diffuse
des rayons X », qui permet d’étudier les effets de désordres dans la matière condensée, comme ceux
apparaissant dans les effets précurseurs des transitions de phase. Après un séjour de deux ans aux
USA, où il mène des expériences de spectroscopie de photo-électrons au Synchrotron de Berkeley, il
rejoint le synchrotron SOLEIL en 2004, pour y monter une ligne de lumière, CRISTAL. Cette ligne est
dédiée à la cristallographie, en particulier aux études utilisant la cohérence des rayons X (diffusion
cohérente) et la diffusion en temps résolu. Après 11 ans passés à SOLEIL, il devient en 2015 directeur
du LPS, où il continue à travailler sur la diffraction en temps résolu, particulièrement sur les
composés dits à « onde de densité de charge ». En effet, ceux-ci sont particulièrement sensibles aux
impulsions laser ultra-rapides qui y induisent des transitions de phase isolant-métal, avec des effets
structuraux associés. Depuis 2021, il est Directeur Adjoint Scientifique à l’Institut de Physique du
CNRS, en charge des infrastructures de recherche suivies par cet institut, principalement les sources
de photons et de neutrons.
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Avant-propos : Phénomènes ultra-rapides en physique

de la matière condensée
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Abstract. Matter is dynamic and changes under the effect of various external constraints, in particular light.
The development of ultra-fast techniques now makes it possible to study the elementary mechanisms of ul-
trafast photoinduced phenomena, in particular by following the dynamics of electronic and structural de-
grees of freedom of matter. These studies provide a better understanding of these non-equilibrium processes
in order to control the physical properties of molecules and materials by light. In this introductory article we
discuss different aspects of studying ultra-fast condensed matter phenomena.

Résumé. La matière est dynamique et se transforme sous l’effet de différentes contraintes extérieures, en par-
ticulier la lumière. Le développement de techniques ultra-rapides permet à présent d’étudier les mécanismes
élémentaires de phénomènes photoinduits ultra-rapides, en particulier en suivant les dynamiques des degrés
de libertés électroniques et structuraux de la matière. Ces études permettent de mieux comprendre ces pro-
cessus hors équilibre pour envisager un contrôle des propriétés physiques de molécules et matériaux par la
lumière. Dans cet article d’introduction nous abordons différents aspects de l’étude de phénomènes ultra-
rapide en matière condensée.

Keywords. Condensed matter, Molecules, Materials, Ultra-fast phenomena, Out-of-equilibrium, Spectro-
scopies, Diffraction.

Mots-clés. Matière Condensée, Molécules, Matériaux, Phénomènes ultra-rapides, Hors équilibre, Spectro-
scopies, Diffraction.
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4 Eric Collet and Sylvain Ravy

For understanding the physical properties of molecules or materials, it is necessary to investi-
gate how the constituting degrees of freedom (spin, charge, orbital, molecular structure or crys-
talline packing, Figure 1) equilibrate and get ordered at microscopic scales. At thermal equilib-
rium, these orders may change under the effect of external parameters such as pressure and
temperature, which may transform molecules or drive phase transitions. More recently, new
challenges have emerged to direct the functionality of condensed matter, as excitation with an
ultrashort laser pulse allows for driving ultrafast photoinduced molecular transformations or
phase transitions. Advances in sophisticated technologies and instrumentation in ultrafast sci-
ence make it now possible to drive ultrafast transformations by stimulating selectively a respon-
sive degree of freedom [1, 2]. In addition, various time-resolved techniques allow for probing se-
lectively the ultrafast and out-of-equilibrium dynamics, the equilibration and the coupling of dif-
ferent degrees of freedom coming into play [3–8]. Directing the functionality of materials towards
a desired outcome at the relevant length, time and energy scales is a current challenge in materi-
als’ science.

Watching the elementary processes driving the transformation of matter, including electronic
and structural dynamics, requires the use of techniques with a temporal resolution approaching
the femtosecond range (1 fs = 10−15 s) with sub-Ångström spatial resolution. In this way, A. H. Ze-
wail pioneered femtochemistry by developing fs pump–probe spectroscopy to study photochem-
ical processes [9]. Pump–probe techniques use a pump laser pulse to trigger the transformation
of molecules or materials and a probe pulse to measure the state of the system at a given time dt
after photo-excitation (Figure 1).

The last decades witnessed unprecedented controls of Photo-Induced Phase Transitions
(PIPT) [1] through the use of femtosecond (1 fs = 10−15 s) UV or visible laser pulses, which ex-
cite and reorganize electronic structure and modify the equilibrium atomic coordinates in the
crystalline structure. The pumping energy determines the excited degrees of freedom: optical
(≈1 eV) photons mainly cause inter-band electronic transitions, whereas mid-IR or THz exci-
tations (≈1–100 meV) can resonantly activate phonon modes. These two kinds of excitations
are fundamentally different: the first one promotes the system to an electronically excited state,
whereas the second modifies the system within its electronic ground state. Pump–probe exper-
iments spread over a growing community of scientists studying ultrafast phenomena, as new
technological developments allow for generating not only ultrashort electromagnetic pulses in
the THz, infrared (IR), visible (VIS), ultraviolet (UV) and X-ray range but also pulses of elec-
trons [1, 4, 10–14]. Optical pump–probe spectroscopies, using IR, VIS or UV pulses are home-
based experiments that can now routinely operate on a daily basis. However, radiation in the
IR–VIS–UV domain does not provide information about the evolution of the atomic structure
of matter, except in rare cases of simple systems for which the dependence of potential energy
curves on the structural dynamics is known. It was therefore necessary to develop ultra-short
pulses of X-ray or electron to perform measurements allowing for watching directly structural
dynamics [4, 5, 15–19]. This broad spectrum of techniques allows now for monitoring the tem-
poral evolution of the probed degrees of freedom on their intrinsic timescales, including spin,
charge, molecular, lattice and crystalline structure.

Delocalized optical electronic excitation has been studied in hard-condensed matter, with in-
sulators and semi-metals for example. This process modifies the relative electronic population of
bonding and anti-bonding bands and the fraction of excited electrons ne is the control parameter
that can continuously reshape the potential energy surface (PES, Figure 2a) because the ultrafast
thermalisation of electrons modifies the Fermi-Dirac distribution. This drives collective degrees
of freedom of the lattice, such as an optical lattice phonon mode QL, moving the system over long-
range order to a new equilibrium structure. The study of the excitation of the coherent phonon in
Bismuth was an important step in the development of ultrafast science [14,20–22]. The crystalline

C. R. Physique — 2021, 22, n S2, 3-14
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Figure 1. Schematic representation of different degrees of freedom involved in photoin-
duced processes. Pump–probe techniques allow for monitoring in time the evolution of a
degree of freedom.

structure of Bismuth is rhombohedral, with two Bi atoms per unit cell, packed along the large di-
agonal of the cell with alternating short (X ) and long (1− X ) Bi–Bi interatomic distances. This
equilibrium crystalline structure is governed by the electronic population of more or less bond-
ing states (Figure 2a). The optical excitation of Bi populates less bonding electronic states, which
modifies the equilibrium distance X . The inter-atomic potential is mainly governed by the ther-
malization of the electrons, which occurs on a fast timescale. Therefore, after photoexcitation,
the potential is changed on a timescale much shorter than the phonon period and the atoms
move coherently towards the new equilibrium position. The activation and damping of this co-
herent phonon QL were investigated by various techniques sensitive to the change of electronic
state and/or structure [14, 20, 21, 23]. A thermodynamical model based on the two-temperature
approach, the one of the electrons and the one of the lattice, evidenced that the coherent atomic
motion is and entropy-driven process [24]. In addition, a lattice instability may appear above the
critical value ne > nc as the PES changes from double to single well, i.e. towards a higher symme-
try. However, such processes require a lot of energy: the initial electronic temperature can reach
1000 K. In addition, only a small amount of the optical energy is coherently transferred to QL

because of energy transfers through electron–phonon and phonon–phonon couplings towards
many other degrees of freedom. For some systems, structural reorganization along QL can switch
physical properties from insulating to metallic state for example [25] and even towards hidden
phases [26].

Similar coherent structural dynamics was reported in molecular crystals. The family of
(EDOTTF)2XF6 systems, where X stands for counter anions As, Sb or P, corresponds to 1/4 filled

C. R. Physique — 2021, 22, n S2, 3-14



6 Eric Collet and Sylvain Ravy

Figure 2. (a) PIPT driven by electronic excitation for delocalized electronic population
of antibonding bands modifies the equilibrium of the lattice along QL. (b) Electronic
excitation localized at the molecular level results in another PES for the new electronic state
with different equilibrium structure of the molecule along QM.

molecular conductors (in terms of holes), which exhibit charge order in the insulating low tem-
perature phase [27, 28] and the associated symmetry breaking corresponds to a doubling of the
unit cell as neutral-bent and ionic-flat (EDOTTF)2 dimers alternate. Those materials display a gi-
gantic response to femtosecond laser excitation in the insulating phase, modulating so optical
reflectivity up to 120%. The dynamics is associated with coherent structural reorganization and
time-resolved electron diffraction evidenced the molecular motions involved in the process [29].
This is also the case for the molecular crystal Me4P[Pt(dmit)2]2 [6], which exhibits a photoin-
duced charge transfer. Femtosecond electron diffraction studies allowed one to directly observe
the coherent molecular motions involved in the process, and clearly identified them as due to a
dimer expansion and a librational mode.

PIPTs driven by optical excitation were studied in molecular materials. Some initial processes
are local and can be described at the molecular scale. The molecular entity is here the relevant
building block: different and discrete PES correspond to discrete molecular electronic states (Fig-
ure 2b). The excitation from a ground state (black) to an electronic excited state (blue) may de-
cay and be trapped in a less bonding and metastable state (red) by the structural reorganisation
along a molecular mode QM. The coupling between electronic excitation and structural reorgani-
zations is also an important aspect responsible for the appearance of light-induced excited spin
state trapping (LIESST) in many transition metal complexes with electronic configuration d 4–d 7

and capable of spin crossover [12,30,31]. In these bistable molecular materials, the metal bonded
to the ligand (L) may have two spin states in the case of a d 6 configuration: the LS state of elec-
tronic configuration (S = 0, t 6

2g e0
g L0) and the HS state (S = 2, t 4

2g e2
g L0). The LIESST effect consists

in exciting by light a system in the LS state in order to switch it to the HS state. The structural
trapping of the photoinduced HS state occurs at the time scale of elementary atomic movements
and involves a reorganization of the molecular structure, linked to the variation of the iron-ligand
(Fe–L) bond length, which accompanies the population of anti-bonding eg states. X-ray absorp-
tion spectroscopy is a powerful technique for monitoring such local transformation occurring
around the metal ion. A recent XANES study performed at the LCLS X-ray free electron laser

C. R. Physique — 2021, 22, n S2, 3-14
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Figure 3. Evolution of the X-ray absorption signal (left) of a spin transition system after
fs optical laser excitation, reprinted with permission from [12]. The signal decomposes in
terms of electronic state change and structural dynamics with the evolution of the Fe–L
distance r (right).

(X-FEL) [12] with a temporal resolution of ∼25 fs, made it possible to directly observe the co-
herent structural dynamics of the ligand during the LIESST effect (Figure 3). XANES also allowed
for discriminating the mean change of electronic state and the structural dynamics. The opti-
cal excitation t2g → L induces a state of metal-ligand charge transfer (MLCT t 5

2g e0
g L1), and this

change from Fe2+ to Fe3+ decreases the absorption of X-rays. This state then relaxes towards
the HS state via activation and damping of the breathing mode, corresponding to an elonga-
tion of the Fe–L bonds, which is characterized by an increase and oscillation of the X-rays ab-
sorption. It is then possible to disentangle the electronic and structural dynamics, as shown in
Figure 3.

Some molecular systems exhibit intermediate situation, in which the electronic excitation
involves several molecules. This is the case for charge-transfer systems undergoing insulator-
metal [6] or para- to ferroelectric [32] phase transitions. The past 15 years witnessed development
of a broad and expanding spectrum of complementary optical and X-ray techniques, including
spectroscopy and diffraction [4]. These techniques have delivered new insights into the dynamics
of molecular systems and solids, by investigating how an ultrafast and intense optical pulse drives
the transformation process, and how electronic and structural degrees of freedom are coupled,
and evolve in real time. For condensed matter, the topics concern a broad variety of mechanisms
including coherent structural dynamics [4, 6, 12, 31, 32], cooperative transformation [30], charge-
orbital orders [33], etc.

A recent study of a photomagnetic CoFe Prussian blue analogue investigated how coupled
charge-transfer and spin transition evolve in time [34]. These systems are coordination networks
where cyanide groups connect the Co and the Fe ions in octahedral crystal fields. There are two
bistable electronic–structural configurations (Figure 4) linked to a charge transfer (CT) between
Fe and Co: the ground CoIII(S = 0)FeII(S = 0) state or the photoinduced CoII(S = 3/2)FeIII(S = 1/2).
In the HS CoIIFeIII state, the population of anti-binding Co (eg ) orbitals lengthens Co–N bonds by
≈0.2 Å and this spin transition (ST) on the Co is the main reaction coordinate. The photoinduced

C. R. Physique — 2021, 22, n S2, 3-14
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Figure 4. Photomagnetic transition between low and high spin states [34]. XANES spec-
troscopy measurements show that it is the photoinduced spin transition (ST) around the
Co, occurring within ∼50 fs as observed at 7770 eV, which induces the charge transfer (CT)
within ∼200 fs, as observed around the Fe edge (7152 eV), thus following the transforma-
tion path STICT.

Fe → Co charge transfer process remained inaccessible and it was then considered that the path
followed during the transformation is a photoinduced charge transfer, which induces its turn the
spin transition (CTIST transformation lane). The time-resolved XANES measurements performed
at the X-FEL LCLS with ≈25 fs time resolution allowed probing selectively the dynamics of
electronic and structural degrees of freedom around Fe and Co ions [34]. These results provided
a direct insight into electronic and structural dynamics: the CoIII (t2g ) → CoIII (eg ) optical
excitation induces the spin transition on Co and elongates the Co–N bonds within ≈50 fs, as
characterized by a rapid variation in absorption above the threshold Co (7770 eV, Figure 4).
XANES, which is a technique of choice for measuring changes in the oxidation state of metals,
revealed that the Fe → Co (CT) charge transfer takes place in a second step within ≈200 fs, as
characterized by the spectral shift at the Fe absorption edge (7152 eV). These results provide
a clear answer to a question debated for decades, by demonstrating that in this photoexcited
prototype CoFe compound, the transformation pathway is a photoactivated spin transition,
which induces charge transfer (STICT in Figure 4).

C. R. Physique — 2021, 22, n S2, 3-14
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Figure 5. (a) Crystalline structure of RbMnFe PBA in the cubic HT phase. (b) Schematic
valence states and electronic configurations in the LT MnIIIFeII and HT MnIIFeIII phases.
(c) The MnIIIFeII → MnIIFeIII charge transfer, populating the antibonding Mn d(x2 − y2)
state, is stabilized by the reverse Jahn–Teller distortion elongating Mn–N bonds along a
and b and shrinking the ones along c. (d) Schematic representation of the lattice expansion
in the (a,b) plane distortion due to the CT small-polaron. (e) The CT populates the Mn
d(x2 − y2) state and is self-trapped by Mn–N bond elongation. Reprinted with permission
from [35].

RbMn[Fe(CN)6] Prussian blue analogues also exhibit diverse CT-based functionalities [36–38].
The additional complexity comes the fact that the bistability between the high-temperature cu-
bic (HT) MnII(S = 5/2)FeIII(S = 1/2) state and the low-temperature (LT) MnIII(S = 2)FeII(S = 0)
state is also coupled to a symmetry breaking towards a tetragonal lattice, due to Jahn–Teller dis-
tortion around the MnIII [39, 40]. Since CT couples to Jahn–Teller distortion, the nature of the
photoinduced process was questioned: is it a Jahn–Teller-induced CT or a CT-induced struc-
tural trapping? Femtosecond optical pump–probe spectroscopy revealed that two photoswitch-
ing pathways exist, depending on the excitation pump wavelength, which is confirmed by band
structure calculations [41]. Photoexcitation of α spins corresponds to the Mn(d–d) band, which
drives reverse Jahn–Teller distortion through the population of antibonding Mn–N orbitals, and
induces CT within ∼190 fs. Photoexcitation of β spins drives intervalence Fe → Mn CT towards
non-bonding states and results in a slower dynamic. Time resolved X-ray diffraction studies also
revealed the anisotropic out-of-equilibrium lattice dynamics triggered by the self-trapping of
photo-induced MnIIIFeII → MnIIFeIII CT [35]. The observed dynamics evidenced a decoupling
in time of the lattice expansion and the ferroelastic Jahn–Teller distortion. The anisotropic out-
of-equilibrium lattice dynamics is triggered by the self-trapping of photo-induced MnIIIFeII →
MnIIFeIIICT. The impulsive lattice response is driven by the local Jahn–Teller reorganization,
which elongates the a and b lattice parameters and shrinks the c axis (Figure 5). The struc-
tural reorganization is stabilized by a displacive volume expansion, controlled by the long-lived
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photo-induced CT small-polarons. Indeed, CT populates the lowest unoccupied crystalline or-
bital, with electronic density highly localized on antibonding Mn(dx2−y2 ) and N orbitals. This
change of electronic state elongates Mn–N bonds in the (a,b) lattice plane and is therefore re-
sponsible for the anisotropic volume expansion.

Photoinduced phenomena are often multi-scale processes. The recent study by Mariette et
al. [36], based on femtosecond X-ray diffraction experiments, revealed how electronic and struc-
tural precursor phenomena generate strain waves and coherent macroscopic transformation
pathway for the semiconducting-to-metal transition in bistable Ti3O5 nanocrystals [42]. The au-
thors have measured the lattice deformation in the photoinduced phase transition as a function
of time, and monitored the intra-cell distortions around the light absorbing metal dimer and the
long-range deformations governed by acoustic waves. The photoinduced phase propagates from
the laser-exposed surface.

The scale of energy involved in optical excitation is the limiting factor in many of the previous
studies. The energy difference between the starting and the final phases in bistable systems
for instance is of the order of thermal energy (kB T < 30 meV at T = 300 K), which is much
lower than the energy of optical photons (eV) [1]. PIPTs driven by optical excitation are then
often dominated by heat dissipation, which hinders establishment of ordered state or destroys
the coherent dynamics. Temperature rise inevitably favors states of higher entropy and higher
symmetry. Since emergence of functions like ferro-electricity is related to symmetry breaking,
and hence to lower entropy states, a new suitable control method is required. By acting on
lattice vibration modes at a resonant and relevant energy scale (10–250 meV), the nonlinear
phononics (NLP) is a potential candidate method for tuning materials along a transformation
pathway while allowing to circumvent the above-mentioned limitations (Figure 6). It preserves all
advantages intrinsic to the ultrafast time-scales while alleviating the shortcomings of electronic
excitations, whereby electron–phonon couplings are not controlled, and selectively activates
a highly responsive phonon mode. NLP is based on a strong and resonant excitation of low-
energy IR phonon QIR (frequency ΩIR) by high-power femtosecond mid-IR lasers (1000 s·cm−1).
A. Cavalleri’s group demonstrated that NLP can favors superconductivity or drive insulator-metal
transition [43–48]. According to the theory of nonlinear phononics developed by Subedi and
Georges [43, 49] the intense laser field F (t ) of the IR pulse populates a significant quanta of QIR

phonons (n À 1) with large amplitude 〈Q2
IR〉. The non-linear coupling to a phonon mode QTS

moves its equilibrium position by ∝F 2(ΩIR/ΩTS)2. NLP allows then to tune the potential VTS

along a transformation pathway, towards another phase of different structural-electronic orders.
Some recent uses of NLP via mid-IR phonon excitations in hard condensed matter include large
perturbations of orbital [50], magnetic [51–53] and ferroelectric [54] orders. Hence, NLP promises
capabilities insofar unachieved in PIPT, as the ultrafast modification of the potential, occurring
on a few QIR phonon periods, will drive coherent and collective transformations.

The field of ultrafast phenomena in condensed matter is rapidly expending, with a large variety
of topics and techniques, and this special issue perfectly illustrates this diversity. Recent advances
allowing monitoring ultrafast phenomena are presented by Chong-Yu Ruan et al. for ultrafast
electron diffraction and Michael Wulff et al. for X-ray techniques at synchrotron and X-FEL.
Yoichi Okimoto et al. show how time-resolved Raman spectroscopy can be used to study the
picosecond dynamics of the photo-excited charge-ordered perovskite-type cobalt oxides. Marino
Marsi et al. present time-resolved Angle Resolved Photoemission Spectroscopy ARPES, which
allows for visualizing directly on the femtosecond time scale the evolution of band dispersion
of photoexcited solids. Stefan Haacke et al. revisit with optical spectroscopy the sub-picosecond
photo-isomerization process. Claire Laulhé et al. use X-ray diffraction to investigate to ultrafast
photoinduced dynamics of an incommensurate charge density wave in 1T–TaS2. Alaska Subedi is
reviewing the emerging field of non-linear phononics and its underlying theory.
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Figure 6. Nonlinear phononics drives transformation in the electronic ground state: a
highly excited 〈Q2

IR〉 anharmonically couples to a totally symmetric mode QTS, rectifies its
potential VTS and drives a structural reorganisation by modifying the equilibrium position
of QTS.
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1. Introduction

The interests for exploring light-induced new functional phases or properties of matters are moti-
vated by practical endeavors, dubbed as materials on demand [1,2], as a new direction of material
research. The desire to harness the functionalities beyond the conventional metals or semicon-
ductors has drawn significant attentions for exploring quantum materials [3]. The quantum ma-
terials, also referred to as strongly correlated electron materials, are featured by their complex
phase diagrams where multiple electronic phases often occur adjacently. While such complex-
ity is rooted in the active interactions between multiple microscopic degrees of freedom—lattice,
charge, spin, and orbital—competing ground states are of macroscopic nature [2,4] and their evo-
lutions over the external control parameters can be discussed much without the detailed knowl-
edge at the microscopic scales [5]. The physics of phase transitions can often be encapsulated in
generalized order parameters that either explicitly breaks or implicitly connects to the symmetry-
breaking processes. Much of the success in developing predicative models owes to phenomeno-
logical models based on the order parameter concept [6–8], which has been demonstrated in
contexts [9] ranging from condensed matter physics to cosmology [10].

Much anticipated are the successful models for nonequilibrium phase transitions in the quan-
tum materials. A number of important developments have emerged in recent years concerning
this topic. One can now rely on the growing capabilities of the ultrafast techniques to give increas-
ingly more details of the nonequilibrium transformations between quantum phases; see for ex-
ample the recent reviews [11–14]. Indeed, many recent ultrafast pump–probe studies of quantum
matters also led to surprising results that cannot be identified from the equilibrium states [15–23],
often referred to as the hidden state problem [24, 25]. Second, studying the nonequilibrium
collective state evolution in quantum materials involves fundamental concept of nonequilib-
rium many-body physics [26–30]. Especially, understanding how a nonequilibrium system self-
organizes into a broken-symmetry phase is a problem of broad interests from condensed mat-
ter [31–33] to high-energy physics [34–36]. It is widely believed that the generic responses of an
isolated many-body system upon quench is to evolve towards the equilibrium state. However,
before the system could fully equilibrate, novel behaviors may occur. The confluence of new ex-
periments and theoretical frameworks has prompt synergistic developments. For example, the
nonequilibrium phase transitions have also been intensively researched under controlled set-
tings using the trapped cold atoms as the quantum material simulators [37–42].

In this article, we will attempt to establish a unified framework to treat ultrafast scattering
from the nonequilibrium states of quantum materials. In this case, the system we refer to is
the broken-symmetry order expressed in the lattice field with distinct order parameter that can
be measured by the scattering approach. The pump–probe platform offers new opportunities
for studying nonequilibrium physics. In the nonequilibrium physics context, the ultrafast light
excitation couples to the system through a perturbation that changes the system parameters.
More specifically, we ask how a quantum material containing long-range broken-symmetry states
may effectively switch under an ultrafast “quench” [13, 43] enforced by laser pulse in routes
distinctively different from a thermal state [44, 45]. In this central aspect, excited quantum
material transformation is akin to the femtochemistry problem [46] where the ultrafast electronic
excitation sets the new bonding landscape before the heavier molecular nuclear dynamics can
follow. Given the separation of the timescale, the impulsive unveiling of the new potential energy
landscape sets forth the ensuing molecule conformational dynamics where the dynamics of
electrons follow those of the nuclei adiabatically. This scenario is referred to as the impulse-
adiabatic approximation. Meanwhile, the inability for a many-body system to instantaneously
thermalize offers intriguing aspect of controlling quantum material phase transition out of
equilibrium.
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Scattering from a nonequilibrium system contains information on both the microscopic dy-
namics and macroscopic state evolution, and properly extracting such information in a con-
trolled nonequilibrium quantum material will offer valuable insight on the symmetry-breaking
properties and the nonequilibrium effects. Three prototypical quantum material systems: rare-
earth tritellurides, tantalum disulfides, and vanadium dioxide will be discussed under this frame-
work. We also examine the pump and material settings required for the controlled experiments.
Facing the challenging issues with the multiscale dynamics, the technological aspects of the
multi-messenger approaches based on a unified framework of ultrafast electron microscopy sys-
tem will also be discussed. Our goals here are twofold. One is to understand the still mysteri-
ous hidden phase phenomena in nonequilibrium quantum materials. The second is to explore
the ideas of using the light-excited quantum material as a platform to study the nonequilibrium
physics.

2. Description of non-equilibrium phase transition

Quantum phases are macroscopic states that exist at a finite temperature with quantum mech-
anism in origin but often behave semi-classically [2, 4]. They often emerge by breaking the ex-
isting symmetry of the underpinning Hamiltonian defining the microscopic states [8]. In doing
so, they distinguish themselves from the microstate evolution, and the collective state properties
typically are described by a very small number of long-scale order parameters, in which the mi-
croscopic dynamics are coarse-grained [9]. Ultrafast pump–probe approaches utilize the tempo-
ral resolution and pump control to explore hidden or transient metastable phases as a means to
unveil the underpinning complex landscape of macroscopic quantum phases and to study the
nonequilibrium physics.

Based on defining a local order parameter, the Landau–Ginzburg mean-field theory success-
fully captures a system undergoing a phase transition in which some symmetry is broken [6, 7].
The scattering techniques, which can provide direct evidence of the symmetry change and
the properties of the order parameters, have been instrumental for the success of developing
Landau–Ginzburg theory for quantum materials [6, 47–49]. The main focus of this article is to
examine how nonequilibrium quantum materials involving multiple broken-symmetry ground
states evolve upon applying laser quench. The process typically involves nonequilibrium state of
the order parameters. Ultrafast electron scattering is used as a sensitive probe to characterize the
dynamical order parameter fields.

For the experimental examples discussed in this paper, the macroscopic systems we refer to
are the broken-symmetry orders expressed in the lattice field with distinct order parameter. In
these cases, the phase evolution is characterized by the long-wave responses on much greater
length scale than the periodicity of the mean atomic positions. The scale difference allows
different physical principles governing the order parameters and the microscopic dynamics
to be separated. For example, macrostate evolution is decoupled dynamically from the local
vibrational excitations around the mean positions. Therefore, it is natural for the impulse-
adiabatic description of the femtochemistry problems to apply to the nonequilibrium phase
transition of quantum materials under the ultrafast quench—a paradigmatic scenario has been
given for the photoinduced phase transition (PIPT) problems concerning the strongly correlated
molecular solids; see the review [25]. Here, the Landau–Ginzburg free-energy equation serves to
describe the long-scale property, i.e., a general functional of the coarse-grained order parameter,
which is registered in coherent scattering structural factor; whereas the microscopic processes
are encoded in the diffuse and inelastic scattering.

For illustrating the correspondence between the order-parameter field and the scattering
functions, we start with the case of a singular order parameter η = |η|eiθ associated with a
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continuous phase transition. Typically, only the amplitude and its gradient will change the free-
energy density, written as:

f = 1

2
a(T −Tc )|η|2 + 1

4
A4|η|4 +

1

2
αi j

∂η

∂xi

∂η

∂x j
. (1)

For a uniform order parameter, the potential surface described by the first two terms on the
righthand side (RHS) has the stationary points that give the coordinate for the broken-symmetry
state (|η| > 0). For the broken-symmetry state typically residing at low temperature, a and A4 are
positive. With the phase rigidity tensor αi j > 0, the third term raises the free energy for a system
being inhomogeneous. This simple mean-field depiction captures the universal laws governing
the system when it approaches the critical point, with the temperature difference |Tc − T | as
the control parameter. For T < Tc , fηη = 2a(T − Tc ), i.e., approaching the broken-symmetry
state from above the free energy changes from a parabolic uphill to a double well potential. The
nonanalyticity at Tc and the ensuing BCS-type onset of the order parameter are given by following
the stationary point as a function of temperature:

|η(T )| =
√

a

A4
(Tc −T )1/2. (2)

The Landau–Ginzburg equation also gives the right description for the pre-transitional instabil-
ities probed by the diffuse scattering, which provides additional information about the phase
rigidity. To see this, we express the long-range parameter variations with the fluctuation waves
components:

δη(r ) =
∑

k
ηkeik·r, (3)

where ηk and k represent the amplitude and the momentum wavevector. The least work required
to produce the variation δη according to (1) is

δη(r) = 1

2
fηη(δη)2 + 1

2
αi j

∂ f

∂xi

∂ f

∂x j
. (4)

We can calculate the mean-square Fourier component of the fluctuation wave at momentum k:

〈ηkη
∗
k〉 =

kB T

V

(
1

fηη+αi j ki k j

)
. (5)

Equation (5) gives the Lorentzian line shape of the anomalous spectrum of diffuse scattering
near Tc . From (1) and (2), we establish for T > Tc , fηη = a(T −Tc ). Rearranging (5), we obtain
〈ηkη

∗
k〉 = (kB T /V )(1/α∥k2

∥ +α⊥k2
⊥+a(T −Tc )) for T > Tc , with the Lorentz line width ∆k∥,⊥ =

(a(T −Tc )/α∥,⊥)1/2.
Thus far, only the statics of the Landau–Ginzburg equation is discussed. For considering the

nonequilibrium phase transition, connections to the microscopic physics must be made. To give
a microscopic picture, we consider a single-wavevector charge-density wave (CDW) system [50].
Here, the specific ordering formation is by breaking the translational symmetry over a specific
wave-vector Q, typically driven by the electronic instabilities at the relevant length scale (2π/Q)
coupled to the lattice field [51]. In this case, the order parameter has the amplitude and phase
components and can be written as η = |η|ei(Q·r+φ) with |η| and φ representing the amplitude
and phase fields. The order parameter fields can be probed via their connection to the distorted
lattice, or lattice periodic distortion wave (LDW). At each lattice site L, the distorted amplitude is
described by

uL(r ) = u0ê sin(Q ·L+φ), (6)

where ê and u0 represent the polarization vector and amplitude. The order parameter and LDW
are related by u0 = |η|Aηu with Aηu a constant that can be probed under the steady state prior to
applying quench, where the order parameter |η| is typically set to be 1 by convenience.
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Figure 1. Landau–Ginzburg free-energy surface for spontaneous symmetry breaking and
the order parameter dynamics. (a) The 2D free-energy landscape that defines the order pa-
rameter field at different temperatures. The arrow directions show temperature quench.
The field fluctuations are depicted in the change of the amplitude (δη) and the phase (δφ).
(b) The corresponding lattice phonon dispersion curves that couple to the landscape mod-
ification. The lattice softening, driven by the temperature quench, occurs at momentum
wavevector Q of the long-range state. (c) The phase ordering kinetics orchestrated by the
fluctuation fields. The near-equilibrium scenario is depicted in black curves. The nonequi-
librium one, depicted in green, is driven by a deep quench, where T ¿ Tc . The dispersion
curves for the amplitude (AM) and phase mode (PM) of the CDW state are depicted at the
top. Adapted with permission from Ref. [23].
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We first give a hypothetical scenario of a swift system-wide temperature quench to below Tc to
drive spontaneous phase ordering. For a complex order parameter, this process is now described
on a two-dimensional (2D) landscape of the order parameter fields (amplitude and phase); see
Figure 1a. Driving the order parameter evolution is the free-energy potential which unfolds
from the uphill into the Mexican-hat shape of the broken-symmetry phase. After choosing a
phase, the amplitude (|η|) dynamics is deterministic as a ball falling from the top of the hill to
a location in the trough, i.e. a spontaneous symmetry breaking (SSB). However, nonequilibrium
scenarios appear with the underlying separation of scales in the physical CDW system. This
can be understood by mapping the unfolding energy landscape involving the long-wave state
evolution to the corresponding changes in the lattice field. The relevant lattice dynamics are
governed by the momentum-dependent lattice potential expressed in the phonon dispersion
curves (Figure 1b), which shift from those of the normal (T > Tc ; solid lines) state to the broken-
symmetry phase (T < Tc ; dashed lines) with a mode softening at phonon momentum wavevector
q ∼ Q which may be probed via the inelastic and diffuse scattering spectrum [52–59]. As the lattice
potential changes leveled at the electronic scale is assumed to be nearly instantaneous, the soft
modes in the critical regime (colored in red where the dispersion curves drop in frequency, ω)
cannot respond adiabatically. This inherent nonadiabicity between the potential energy shift and
the long-wave soft collective mode response is prominent for any photoinduced phase transition
driven by a quench [23].

Two types of collective modes are involved in the phase change dynamics [50, 60]. One is the
amplitude modes (AM), represented by the amplitude fluctuation δ|η| as depicted in Figure 1a.
The AM would be generally gapped within the broken-symmetry ground state as it costs energy
to increase or decrease the amplitude |η|. Meanwhile, the incommensurate CDW state also hosts
the ungapped phase mode (PM) [50], as also depicted in Figure 1a where the level of the free
energy surface does not change over phase variation, δφ; in this case PM is referred to as the
Goldstone mode [50, 61–63]. In Figure 1c, we depict the dispersion curves for the AM and PM
modes as a function of the temperature. It is easy to see that the AM would be always gapped with
the exception at the critical point, whereas the PM becomes ungapped after establishing the new
broken symmetry phase. These soft modes are dynamically connected with the field instabilities
only at the bottom of the free energy. The asymptotic slope of the dispersion curve determines
the “sound speed” of the fluctuation wave.

In the ultrafast scattering experiments, the order parameter is mapped into the LDW ampli-
tude and probed via the time-dependent two-point equal-time correlation function:

Sη(r− r′; t ) ∼ 〈u(r; t )u(r′; t )〉, (7)

where the bracket denotes the spatial and ensemble averaging over the probed volume and the
acquisition time window. The Fourier transformation of the (7) gives the structure factor Sη(q; t )
which results in satellites for the ordered states in the reciprocal space. As will be discussed in
Section 4, Equation (5) gives the diffuse scattering component of Sη(q; t ). Hence, we can extract
the ξF , the correlation length for the critical fluctuations, from the line shape of the diffuse
scattering, i.e. ξF = 1/∆k∥,⊥, and deduce the rigidity based on the T -dependence:

α∥,⊥
a

= (T −Tc )ξ2
F . (8)

It is instructive to point out that the bandwidth of the phonon softening probed by inelastic
scattering is typically much larger than the anomalous linewidth of the diffuse scattering. This
is because only those stochastic soft-phonon modes near the CDW Q vector will eventually
condense into the static CDW order. The order parameter field fluctuations may be described
over the Mexican hat energy surface.
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These long-wave and low-energy excitations are considered as the hydrodynamic modes [61]
or fluctuation waves [49], with wavelengthλ= 2π/|k|, where typically the momentum wavevector
|k| ¿ |Q|, the wave vector of the CDW/LDW. Such field fluctuations must be created by joining
two soft phonon modes from the lattice field. It has been shown by Overhauser [50, 62] that to
form a collective mode with momentum k, either AM or PM, two soft phonons with momentum
q = k±Q, must be coherently jointed [50]; conversely, upon quenching the order parameters,
the excited collective mode decays by dissociating into a pair of phonons. The dissociation
process would be most relevant in discussing the overdamped dynamics following the impulsive
suppression of a pre-existing CDW order.

Now we concern how the order parameter of the nonequilibrium state will manifest physically.
We expect in potential-driven dynamics the system will be attracted to a minimum energy
basin. The simplest nonequilibrium dynamical model is relaxational for a non-conserved order
parameter η(r; t ), such as the CDW system and with a stochastic contribution, often referred to
as time-dependent Ginzburg–Landau equation [9, 27, 64]:

∂η

∂t
=−Γδ f

δη
+ς=−Γ

[
δ f0

δη
−α∇2η

]
+ς(r, t ). (9)

Here f0 is the effective potential energy (excluding the gradient term), Γ is a relaxation constant
and ς(r, t ) is the noise source. One can often take the noise as random and for a Gaussian white
noise 〈ς(r, t )〉 = 0 and the noise correlator 〈ς(r, t )ς(r′, t ′)〉 = 2TΓδ(r− r′)δ(t − t ′) [9, 27].

We can now connect this expression to the phenomenological description of SSB. Under a
deep quench with the eventual T ¿ Tc , a large shift of the local curvature of the potential is
induced as depicted in Figure 1a. In the initial amplitude dynamics, the first term on the RHS is
most important. However, the phase space of the order parameter is broadened by its coupling
to the stochastic background (the 3rd term), but only in the soft phonon mode regions due
to the scale matching. The nonlinear coupling to phonons leads to a rectification allowing the
amplitude mode to build up as the system move from the hill to the low-energy basin. When
reaching the bottom of the basin where δ f0/δη ∼ 0, the second term will now become more
important. This means the nonequilibrium system will undergo pattern formation, driven by the
positive rigidity favoring long-range ordering. The (9) can be simplified to 1

∂η

∂t
= D∇2η+ς, (10)

where D = Γα is the diffusion constant [27] and defines a characteristic timescale tD ∼ ξ2
S /D for

the coarsening where ξs is the size of the coherent domain created. It is easy to see that in this
case the relaxational dynamics for the coarsening follows a universal scaling law [65,66]. The size
of the domain increases at velocity ∼ ∂ξs (t )/∂t = 2D/ξs (t ). This implies that the characteristic
length scale ξs (t ) =

p
2Dt grows as t 1/2 [65].

In the following, we will go beyond the hypothetic scenario of temperature quench. The
temperature quench is inherently impractical to implement as such a process is physically slow
and is prone to generate inhomogeneous phase ordering due to the presence of interfaces for
cooling the system from outside. The more effective approach to implement the physical quench
is instead via driving the system interaction parameters rather than changing the temperature of
the system [43]. This will require additional order parameter(s) to couple with the present one—a
scenario of cooperativity or competitions described in a multi-parameter free-energy equation,
which is in fact a characteristic feature of quantum material phase transitions [31, 32, 67, 68]. As

1Private communication with M. Maghrebi.
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will be discussed in the experimental studies, rich scenarios as those involve competitive broken-
symmetry orders, vestigial orders, and the intertwined ground states could be identified, leading
to intriguing nonequilibrium states and hidden phases; see Section 6.

3. Light-induced hidden phases through competitions

While one expects that there should always be a corresponding critical threshold directly linked to
a thermal phase transition according to (2), there have been many reports that the experimentally
identified thresholds are significantly less than the thermodynamic requirements. In many cases,
an additional low energy threshold is linked to the appearance of a light-induced hidden state
without entirely melting the pre-existing ordered phase. Indeed, the threshold behavior with a
sub-thermal activation energy density has been the hallmarks of PIPT phenomena [25].

We now consider a multi-component free-energy surface in which the order parameters
are coupled to account for phase transitions where different broken-symmetry orders coexist
or compete in quantum materials. In particular, in strongly correlated electron systems, the
competing orbital, spin, and lattice interactions yield a multiplicity of nearly degenerate broken-
symmetry phases and complex phase diagrams [2,11,69,70]. For example, within the high-critical
temperature superconductors, such as iron-based and cuprates, superconductivity is often found
to compete with a density-wave order. A prototypical case concerning the competitive SSB
within the density-wave systems is recently discussed and observed in the rare-earth telluride
compounds [22, 23].

A generic Landau–Ginzburg expression that applies to the broad range of physical phenomena
concerning competitions is [31, 71, 72]

f0(η1,η2, . . .) = 1

2

∑
i

ai (T (i ) −Tc,i )|ηi |2 +
1

4

∑
i

A4,i |ηi |4 +
1

2

∑
i j

Ãi j |ηi |2|η j |2, (11)

where the first two terms represent the free energy from the individual phase that will undergo
SSB at the respective critical temperature Tc,i . The third term gives the coupling energy where a
competitive scenario has Ãi j > 0. One can apply this multi-component potential energy surface
to (9) to determine the order parameter dynamics. Of concern here is the nonequilibrium phase
competitions driven predominantly by the laser interaction quench. Generally, the stochastic ef-
fects propagating to the long-range degree of freedom are slow to manifest. The microscopic
physics depends on “local” momentum-dependent coupling between the excited hot carriers
and the lattice modes, to establish the initial bath that is expected to be inhomogeneous in effec-
tive temperatures. Nonetheless, we expect the post-quench immediate response to be potential-
driven. We first discuss here the truly competitive SSB scenario, applying to the rare-earth tritel-
luride system [23, 72], in which Tc is shared among the two order parameters η1 and η2.

While much of the ordering dynamics involving complex order parameters will depend on
the microscopic details of the experimental settings, here we focus on the phenomenology of
amplitude dynamics, i.e. |η1| and |η2|. The competition here precludes the thermal phase of
|η2| from appearing below Tc if |η1| is selected by SSB. This is described in Figure 2, where
f0 is expressed in two dimensions along |η1| and |η2|. For a model simulation the parameters
here are chosen for |η1| = 1 to be the sole minimum at an initial temperature T1 (black curve),
before applying laser quench. Within the reversible thermodynamic pathway, i.e. via adiabatically
tuning the temperature that is homogeneous system-wide, the |η1| remains the dominate phase
as represented by the sole minimum basin in the global energy surface. This can be seen by taking
the derivative over |η1|, which we assume to be the thermodynamically preferred state at the low

temperature. We then obtain |η1| =
√

(a1(Tc −T )− Ã|η2|2)/A4,1, i.e. |η1| naturally takes a non-
zero value when |η2| = 0 at T < Tc . This thermal route is depicted in blue on the right side of

C. R. Physique — 2021, 22, n S2, 15-73



Xiaoyi Sun et al. 23

Figure 2. Light-induced changes of the Landau–Ginzburg free-energy landscape involving
two order parameters η1 and η2. The non-equilibrium pathway (depicted in the left route)
involves the formation of a bi-directional hidden state with order parameter η2 when
the repulsive coupling potential is suppressed by a swift reduction of the preeminent
order parameter η1. In contrast, in the thermal pathway (right) the global free energy
minimum remains in the condition where |η2| = 0, namely the CDW is uniaxial. Adapted
with permission from Ref. [23].

Figure 2. In the model calculation, |η1| reaches a new minimum at 0.6 (brown curve) due to
heating. Conversely, a stable new static broken-symmetry order (i.e., 〈η2〉 > 0) could appear at
T < Tc if a2(T −Tc )+ Ã|η1|2 becomes negative. To achieve this naturally, one needs to supply an
amplitude quench of the initial order to a level beyond:

|ηth| =
√

a2(Tc −T )

Ã
, (12)

namely a threshold behavior emerges. However, by requiring |η1| to be dominant, i.e. a1/A4,1 >
a2/Ã, one can see this is prohibited if the quenched system were to maintain the thermal equi-
librium condition. Therefore, the light-induced hidden state scenario shall occur in a nonequi-
librium process in which one can suppress |η1| transiently through an interaction quench that
initially couples only to a subset of lattice modes.

This scenario is described on the left side of Figure 2. A nonthermal quench of |η1| to∼0.5 leads
to a minimum in the subspace of the free energy for |η2| at ∼0.36 (see the black circle). Here,
we assume the field of the new order parameter, being decoupled from the high-temperature
bath created by quench, has a temperature of the ambient. Meanwhile, the order parameter
field of the present order, being driven directly by the quench, has a higher local temperature,
i.e., T (2) ¿ T (1) in the initial period. Following this, it is possible for the new order parameter
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to undergo a threshold onset at a critical laser fluence Fc , which is much smaller than what is
required to completely melt the existing order [19, 23]. However, if the system were to regain
thermal equilibrium, i.e. T (2) ∼ T (1), then one can show the free energy again has the global
minimum over a non-zero |η1|, i.e. the hidden state is removed from the order parameter field
when the system thermalizes.

4. Mapping the dynamical order parameter with ultrafast scattering

Optical excitations can result in a departure from the thermal responses making the modeling
of the scattering factor, Debye–Waller effects, and the diffuse signatures quite different from the
conventional approaches for the equilibrium states. In this section, we focus on understanding
the different lattice responses to the nonequilibrium excitation that go into the structure factor
function. The analyses here are based on momentum-resolved structure factor S(q, t ) or their
momentum integration m(Q, t ), which can be directly compared with the ultrafast electron scat-
tering experiments. The goals are to derive directly from the experimental measurements the
nonequilibrium systems, including the evolution of the static order parameters and the associ-
ated order-parameter field fluctuations of the quantum phases. However, in a nonequilibrium
phase transition, such as SSB driven by a quench, these long-range parameters are rooted in the
microscopic excitations. While there has been extended literature dedicated to the scattering by
the phonon processes [73, 74] and by the long-ranged broken-symmetry state with periodic lat-
tice distortions [50,52,75], the discussions were often partial to one aspect only and aimed at the
near-equilibrium processes. The goal here is to lay out the scattering formalism to treat the two
as well as the quasi-static order parameter evolution in a self-contained framework.

The nonequilibrium phases created by the impulsive excitation involve two types of lattice
dynamical effects: the incoherent microscopic responses of the lattice, i.e. the phonons, and
the long-range parameter fluctuation waves of the cooperative states. To be more specific, we
refer to these two types of excited lattice wave manifolds as {q} and {k} based on their respective
momentum wavevectors. The signatures from the soft modes that belong in {q} and the those of
the collective modes that belong in {k} can be differentiated experimentally. In the spectroscopy
experiments, because of the momentum conservation, the probe photon does not directly couple
to the soft mode at a finite momentum q. However, it can couple to the collective modes at the
long-wavelength limit: k = q − Q → 0. In contrast, in the scattering experiments, one detects
both effects at different parts of the momentum space. We shall attempt to capture these two
types of lattice excitations in the scattering formalism. In ultrafast scattering, one probes the
time-dependent structural factor around the reciprocal lattice Ghkl at the momentum transfer
wavevector, s = q+Ghkl :

S(s, t ) =
∫

e−is·(r−r′)〈ρ(r, t )ρ(r′, t )〉drdr′, (13)

which is the Fourier counterpart of the correlation function 〈ρ(r, t )ρ(r′, t )〉〈· · · 〉 denoting spatial
and ensemble-averaging of the probed volume set by the experimental conditions. One can show
for a sufficiently long-ranged order parameter on a periodic lattice L = n1a1+n2a2+n3a3 with n1,
n2, n3 being integers (0,±1,±2. . .), the integral is simplified into

S(s, t ) = 〈F (s, t )F∗(s, t )〉,
where F (s, t ) = ∫ ∑

L fLδ(r−L−uL(t ))e−is·r dr = ∑
L fLe−is·(L+uL (t )) is the Fourier spectrum of the

lattice. The term fL equal to
∑

i ρi e−is·%i represents the unit cell scattering form factor where %i is
the mean unmodified relative position of the atom in the unit cell. Here, uL(t ) is the displacement
from the mean position at each lattice site, which may originate either from the long-range
parameter or fluctuations due to phonons or collective modes.
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More specifically here, we consider a single long-range parameter η present in the system,
e.g. introduced by a charge-density or orbital order (6). We write down the general form of
uL considering phonons uq (r, t ) = ∑

q uq,0êq sin(q · r −ωqt + φq) and the contributions from
the LDW uη(r) = u0,ηêη sin[Q · r +φη], with ui ,0, êi and φi denoting the respective amplitude,
polarization directional vector and phase. For describing the fluctuations of the order parameter,
we include in uη the associated collective excitations in terms of the phase and amplitude
fluctuations inδφ(r, t ) =∑

kφ0,k sin(k·r−ωkt ) andδÂ(r, t ) =∑
k′ Â0,k′ sin(k′·r−ωk′ t ). We then have

uq(r, t ) =∑
q uq,0êq sin(q · r−ωqt +φq) for the phonons, and uη(r, t ) = u0,ηêη(1+δÂ(r, t ))sin[Q·r+

δφ(r, t )] for the displacement associated with long-range parameter. Following this, the overall
displacement at each lattice site is

uL(t ) =
∑

q
uq(L, t )+u0,ηêη(1+δÂ(L, t ))sin[Q ·L+δφ(L, t )]. (14)

Equation (14) has all key ingredients to describe the dynamics of the excited states with soft
modes and collective modes in a broken-symmetry state. To simplify the derivation without
losing generality, we first drop the amplitude fluctuations δÂ and expand the equation based
on the momentum-dependent displacement u = uq +uk, with the order-parameter fluctuations
dominated by the phase modes [50]. In this case, the distribution function is written as:

ρ(r, t ) =
∑

L
δ

{
r−L−

∑
q

uqêq(L, t )−uηêη sin(Q ·L+
∑

k
φk sin(k ·L−ωkt ))

}
. (15)

The system form factor is given:

F (s, t ) =
∫
ρ(r, t )e−is·r dr

=
∑

L
fLe−is·(L+∑

q uq êq(L)+uη êη sin(Q·L+∑
kφk sin(k·L−ωkt )))

=
∑

L
fLe−is·L

{
e−is·(∑q uq êq(L)

)}
{e−is·uη êη sin(Q·L+∑

kφk sin(k·L−ωkt ))}. (16)

The first bracket on RHS is simply the scattering by lattice phonons. We have

e−is·(∑q uq êq(L)
)
=

∏
q

e−is·uq,0 sin(q·L−ωqt ).

Using the Jacobi–Anger generating function:

e−iz sinφ =
∞∑

n=0
e−inφ Jn(z), (17)

we have
e−is·(∑q uq êq(L)) =

∏
q

∑
l

e−il (q·L−ωqt ) Jl (s ·uq,0).

The second bracket on RHS gives the scattering from the order parameter static wave with phase
fluctuations. By twice applying the Jacobi–Anger generating function, we can derive

e−is·uη,0 êη sin(Q·L+∑
kφk sin(k·L−ωkt )) =

{∑
m

e−imQ·L Jm(s ·uη,0)

}
e−i

∑
k mφk sin(k·L−ωkt )

=
{∑

m
e−imQ·L Jm(s ·uη,0)

}{∏
k

∑
n

e−in(k·L−ωkt ) Jn(mφk)

}

=
∏

k

∑
m,n

e−i(mQ+nk)·Leinωkt Jm(s ·uη,0)Jn(mφk).

Putting together, we obtain

F (s, t ) =
∑

L
fL

{∏
q

∑
l

e−i(s+l q)·Leilωq t J l (s ·uq,0)
∏

k

∑
m,n

e−i(mQ+nk)·Leinωkt Jm(s ·uη,0)Jn(mφk)

}
.
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With the understanding that each q and k component is distinct and incoherent with respect to
each other, we can describe them separately in the form factor:

F (s, t ;q,k) =
∑

L,l ,m,n
fL{e−i(s+l q+mQ+nk)·Leilωqt eimωkt Jl (s ·uq,0)J m(s ·uη,0)J n(mφk)}

=
∑

l ,m,n
fLδ(s−Ghkl − l q−mQ−nk)eilωqt e

imωkt
Jl (s ·uq,0)J m(s ·uη,0)Jn(mφk). (18)

Now, we are in a position to consider scattering weight transfer under different excitation scenar-
ios.

4.1. Case A: Debye–Waller effect and diffusive scattering from lattice phonons

Here, we consider the effective “heating” of the lattice, resulting in the Debye–Waller effect and
the diffuse scattering around the main lattice Bragg peak at s = Ghkl and simplify (7) by assuming
there is no static distortion wave present i.e. l = m = n = 0, however, the effect of phonons is
included. Then the structure factor for the main lattice Bragg peak

S(0)
0 (Ghkl ) = F F∗ = δ(s−Ghkl )| fL J0(s ·uq,0)|2. (19)

One can simplify the equation with J0(s·uq,0) well approximated by 1−(s ·uq,0)2/4, justified since
s ·uq,0 ¿ 1 with uq,0 ∼ 0.01 Å. Then by taking logarithm on both sides, one can derive

e−is·(∑q uq êq(L)
)
= e−

∑
q

1
4 (s·uq,0)2 = e−Mq ,

where Mq = ∑
q 1/4(s ·uq,0)2. This gives S(0)

0 = δ(s − Ghkl )| fL|2e−2Mq , with e−2Mq simply the
conventional phonon Debye–Waller factor (DWF), although in this form one does not require
the system to be in thermal equilibrium.

Experimentally, the DWF is deduced for individual Bragg peak at Ghkl . Equation (19) gives the
projected mean-square (ms) value of lattice vibration from all independent vibrational modes

u2
hkl = 2Mq /|Ghkl |2, (20)

according to the projection of the respective polarization vector êq onto Ghkl . The excitation of
phonons that leads to the suppression of the main Bragg peak intensity as described in (18) also
gives rise to diffuse scattering around the main Bragg peak at s = Ghkl +q. Here, one may assume
that the scattering by phonon at different q is incoherent, hence allowing the cross terms to be
dropped. Considering the 1st order diffuse scattering, the structure factor becomes

S(0)
1 (q) = F F∗ = | fL|2e−2Mq

∑
q
δ(s−Ghkl −q)|J1(s ·uq,0)|2. (21)

|J1(s ·uq,0)|2 can be similarly well approximated by (s ·uq,0/2)2 = 1/2Gq, where Gq = 1/2(s ·uq,0)2.
Hence, one obtains

S(0)
1 (q) ∼= | fL|2e

−2Mq
∑

q
Gqδ(s−Ghkl −q). (22)

Similarly, from the 2nd-order phonon diffuse scattering (l = 2)

S(0)
2 (q) = | fL|2e−2Mq

∑
q
δ(s−Ghkl −2q)|J2(s ·uq,0)|2

∼= | fL|2e−2Mq
∑

q
1/2(Gq)2δ(s−Ghkl −2q). (23)

By substituting
∑

q Gq = 2Mq and including contribution from S(0)
0 , a conservation law is obtained

for the integrated intensity near Ghkl : mGhkl =
∑

l S(0)
l =| fL|2e

−2Mq (1+ 2Mq + 1/2(2Mq )2 + ·· · ) =
| fL|2. Hence, the effect from scattering by phonons can be regarded as transferring the scattering
weight from Ghkl to Ghkl + l q, resulting in the creation of the diffuse background. On one hand,
this allows one to sum up the effects from all vibrational modes into the lattice DWF. On the
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other hand, the diffuse scattering techniques measure the momentum distribution of the phonon
structure factors [52, 74] and in a wide angle setting such measurements can be conducted along
with coherent scattering experiments to unpack the dynamics of phonons in the ultrafast X-ray
and electron diffraction; for example, see Refs [57–59]. We point out the scattering formalism
discussed here applies to both thermal and nonthermal scenarios. Taking only the dominant one-
phonon contribution, the diffuse scattering S(0)

diff(q) is given by summing the phonon structure
factor from different vibrational state occupancy n(q):

S(0)
diff(q) =

∑
q

n(q)+1

ω(q)
|S(0)

1 (q, êq)|. (24)

Normally, in the equilibrium experiment, n(q) = coth(}ωq/2kB T ) and a Gaussian vibrational
state from the equilibrium Boltzmann statistics [74] and hence allowing one to map DWF into
temperature assuming the deposited energy is equipartitioned among all active modes [52, 73].
Whereas this assumption is no longer guaranteed in the experimental conditions at far-from-
equilibrium regime [76], neither (22) nor (23) is restricted to the Boltzmann statistics, hence they
will apply to the nonequilibrium experiments as a way to track the kinetics of vibrational energy
flow from the initially strongly coupled modes into the rest to establish the lattice phonon baths.

4.2. Case B: Evaluating order parameter evolution and fluctuation effects by phase modes

Now, we look at the scattering by the superlattice, namely the LDW, at s = Ghkl + Q, but also
recognizing the existence of phonons in the system. Here, the scenario has m = 1, n = 0, and (18)
gives the structure factor for the 1st-order satellite associated with the static wave:

S(1)
0 (k) = | fL|2e−2Mqδ(s−Ghkl −Q−k)|J1(s ·uη,0)|2

∏
k
|J0(φk)|2. (25)

Applying the same argument in case A, one can write down the equivalence of the DWF for the
scattering at Q as e−2Mφ = ∏

k |J0(φk)|2 , where 2Mφ = ∑
k 1/2φ2

k. This gives the scattering by the
superlattice

S(1)
0 (Q) = | fL|2e−2Mq e−2Mφδ(s−Ghkl −Q)|J1(s ·uη,0)|2. (26)

Again we consider each phase fluctuation component as independent and write the structure fac-
tor for the 1st-order fluctuation wave: S(1)

1 = | fL|2
∑

k e−2Mqδ(s−Ghkl −Q−k)|J1(s ·uq,0)|2|J1(φk)|2.
The scenario is very similar to the main lattice diffuse scattering case, and by consid-
ering also higher-order fluctuation waves, the total satellite scattering at Q:

∑
m S(1)

m =
| fL|2e−2Mq |J1(s ·uq,0)|2e−2Mφ (1+ 2Mφ+ 1/2(2Mφ)2 + ·· · ) = | fL|2e

−2Mq |J1(s ·uq,0)|2, which is con-
served; the effect of phase fluctuations can be considered as transferring the scattering weight
from Q to Q+ l k. But unlike in the case of main lattice DWF [52, 73], the phase fluctuations play
a much more significant role here given the phase modes are ungapped (or low-energy modes),
especially when considering an incommensurate wave state [50, 62]. This, from (18), leads to
peak broadening in the structure factor SQ(k). Nonetheless, from the conservation law, fully in-
tegrating contributions from both the static and the fluctuational components, mQ = ∫

SQ(k)dk,
allows one to still retrieve the order parameter amplitude uη,0 from an evolving CDW structure
factor:

mQ = | fL|2e
−2Mq |J1(s ·uη,0)|2. (27)

The situation is more complex for the main lattice Bragg peak if there are more than one CDW
states present in the system (denoted by l ). The momentum integration of SG gives:

mGhkl = | fL|2e
−2Mq

∏
l
|J0(Ghkl · êηl u0,ηl (t ))|2. (28)
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4.3. Case C: Fluctuation effects by amplitude modes

Here we consider diffuse scattering by amplitude fluctuations of the distortion wave at s =
Ghkl +nQ±k. Given that the AM is in general gapped (except at the critical point of a continuous
phase transition), it has a much less impact when compared to the PM. To see this, we again
assume that the AM and the PM are independent. The effect from amplitude fluctuations is
formulated in the density modulations

ρ(r, t ) =
∑

L
δ

{
r−L−

∑
q

uqêq(L)−uη(1+δη)êη sin(Q ·L+φ)

}
,

where δη is expanded with the Fourier components δη=∑
kηk sin(k ·L−ωkt ). Let us look at the

contribution from only one “k” component: Jn[s ·uη(1+ηk sin(k ·L−ωkt ))]. In the limit of small
distortion, i.e. s ·uη¿ 1, the expression is simplified using the recursion relation:

Jn[s ·uη(1+ηk sin(k ·L−ωkt ))]

= Jn(s ·uη)

{
1+|n|ηk sin(k ·L−ωkt )+ |n|(|n|−1)

2
η2

k sin2(k ·L−ωkt )

}
.

We expand sin(k·L−ωkt ) = 1/2{ei(k·L−ωkt )+e−i(k·L−ωkt )} and similarly for sin2(k·L−ωkt ), to obtain
the form factor for the fluctuation wave with momentum wavevector k to the second order:

F (s;k) = e−Mq
∑
L,n

e−i(s+nQ)·L Jn(s ·uη)

{
1+ |n|

2i
ηk

[
ei(k·L−ωkt ) +e−i(k·L−ωkt )]

− |n|(|n|−1)

8
η2

k

[
2+ei(2k·L−2ωkt ) +e−i(2k·L−2ωkt )]

}

= e−Mqδ(s−Ghkl −nQ)Jn(s ·uη)

(
1− |n|(|n|−1)

4
η2

k

)

+e−Mqδ(s−Ghkl −nQ−k)e−iωkt Jn(s ·uη)

(
1− |n|

2i
ηk

)

+e−Mqδ(s−Ghkl −nQ+k)e+iωkt Jn(s ·uη)

(
1− |n|

2i
ηk

)

−e−Mqδ(s−Ghkl −nQ−2k)e−i2ωkt Jn(s ·uη)
|n|(|n|−1)

8
η2

k

−e−Mqδ(s−Ghkl −nQ+2k)e+i2ωkt Jn(s ·uη)
|n|(|n|−1)

8
η2

k.

When n = 0, the first term on RHS: S(0)
0 = | fL|2e−2Mq |J0(s ·uη)|2 gives the intensity at the lattice

Bragg peak, which is the same as before the collective excitations; both PM and AM do not alter
the main lattice peak structure factor. Note, when n = 1, the excitations of AM do not change
the 1st-order satellite intensity at s = Ghkl +Q, which is unlike the case for PM. The amplitude
fluctuations do contribute to the diffuse scattering around the satellite intensity at Ghkl +nQ,
for n ≥ 1; see the remaining terms on the RHS. While the AM excitation adds to the diffuse
background, its gapped nature makes such contribution much smaller than the effect from PM,
away from the critical point.

4.4. Case D: Scattering weight transfer between static wave fluctuations and lattice
phonons during phase transitions

Tracking the dynamical transfer of scattering weight between the microscopic and macroscopic
systems driven by an ultrafast quench is at the core of discussing the nonequilibrium physics of
phase transitions [26,35,66,77–79]. For the prototypical case of SSB upon quench, the free energy
landscape with a nonzero 〈η〉 would involve phase and amplitude modes; see Figure 1c. Here, in
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a physical text we consider the Peierls-type SSB to form an incommensurate CDW, in which the
unfolding of the order parameter landscape is preceded by the lattice softening in the normal
state. The CDW wavevector is determined by a maximum of the full electronic susceptibility χ
enhanced by the Fermi surface nesting and the associated electron-lattice interactions at Qχ.
The same conditions also lead to the softening in the phonon dispersion curve [80], with the
phonon frequency ωq → 0 as q → Qχ. The fluctuation waves and soft phonons are intricately
connected by q = k ± Q. One can see this by considering a phase fluctuational wave (phase
mode) at k. It manifests in the lattice vibration uφ,k (L, t ) = uQ,0 sin(Q ·L+δφk (t )), with δφk (t ) =
φk,0 sin(k ·L−ωt ). For a small amplitude, φk,0 ¿ 1, sin(Q ·L+δφk (t )) = sin(Q ·L)cos(δφk (t ))+
sin(δφk (t ))cos(Q · L) ∼ sin(Q · L) + δφk (t )cos(Q · L), and one arrives at uφ,k (L, t ) = uQ,0 sin(Q ·
L)+φk,0 sin(k ·L−ωt )cos(Q ·L). The first term is simply the unperturbed static distortion wave.
The second term can be rewritten as δφη,k = 1/2φk,0{sin[(k+Q) ·L−ωt ]+ sin[(k−Q) ·L−ωt ]},
which constitutes a “coherent superposition” of two phonon modes having wavevector k + Q
and k − Q. Similarly, one can look at the amplitude mode at k and writes δuη,k = uk,0 sin(k ·
L −ωt )sin(Q · L) = 1/2uk,0{cos[(k + Q) · L −ωt ] + cos[(k − Q) · L −ωt ]}, thus comes to the same
conclusion [50].

The derivation here illustrates the direct connection between the soft phonon modes and the
CDW collective modes, which would necessitate an interplay between the structure factors of the
CDW and the main lattice peaks. The pairing and unpairing dynamics attributed to the scattering
weight transfer are embedded in the nonequilibrium dynamics of phase transitions. Figure 3
discusses the two scenarios encountered experimentally where we look at the interconversion
between two types of the lattice dynamics through the changes in the dispersion curves that
are coupled to the free-energy landscape changes. Of concern is how one can decouple the
DWF from the symmetry-associated contribution pertaining to the phase transition. To this end,
with proper consideration of multi-Q contributions one can independently obtain the respective
order parameter dynamics via evaluating h(t ) = mQl (t )/mG (t ) and g (t ) = mQa (t )/mQc (t ), where
the contribution from DWF is eliminated. Specifically,

h(t ) = |J1(Ghkl · êηl u0,ηl (t ))|2
∏

l |J0(Ghkl · êηl u0,ηl (t ))|2 (29)

and

g (t ) =
∣∣∣∣

J1(Ghkl · êηa u0,ηa )

J1(Ghkl · êηc u0,ηc )

∣∣∣∣
2

. (30)

Given the polarization of the CDW state êηl , the order parameter u0,ηl (t ) can be retrieved and
used to deduce the DWF at Ghkl .

5. Multi-messenger ultrafast electron scattering and imaging experiments

We now consider the practical aspects of implementing these measurements through the ultra-
fast scattering and imaging techniques. First, we discuss the ultrafast electron diffraction (UED)
approach. A central thesis for the success of using the scattering-detected order parameter dy-
namics to reconstruct the free-energy landscape is the separation of scales as discussed in Sec-
tion 2. While this approach reduces the complex nonequilibrium phase transitions to prob-
lems just involving few macroscopic degrees of freedom (order parameters), the validity of the
impulse-adiabatic approximation behind this approach needs to be examined in the experi-
ments.

The event sequences from the microscopic excitations to the macroscopic transitions, as high-
lighted in Figure 3, are intrinsically multi-stepped and multi-perspective, but can be efficiently
probed with recent significant advances of the fs spectroscopy and X-ray scattering techniques;
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Figure 3. Nonequilibrium phonon dynamics and fluctuation waves in the CDW system
during light-induced melting and order formation. The connection between the two dy-
namics upon the laser interaction quench is viewed through the changes in the phonon dis-
persion curves, which are coupled to the change of the order-parameter free energy land-
scape driving the fluctuation waves of the system. The two signatures are manifested in
the scattering structure factors of the main lattice (SG) and the CDW superstructures (SQ)
at Ghkl and Q respectively. Here, h, k and l represent the Miller indices. The transfer of the
scattering weight between SG and SQ occurs as a CDW order is created or destroyed. The ex-
citations of the lattice modes contribute to the dynamical DWF, expressed in e−2Mq . On the
other hand, the symmetry breaking or recovery (i.e. the melting of CDW) modifies SG and
SQ respectively with the Bessel functions: J1 and J2, which are anti-correlated with each
other. The manifolds of fluctuation waves and phonons involved in the phase transitions
are denoted by their momentum wavevector in {k} and {q}.

for recent reviews, see [11–14]. Similarly, the development of the electron-based ultrafast electron
scattering [81–92] and microscopy [93–108] techniques is also in full swing in recent years. Upon
applying the laser pulses, the excitation energy is initially stored in the photo-excited hot carri-
ers, setting off the nonequilibrium microscopic dynamics through couplings to the lattice modes.
Ultrafast spectroscopy techniques have investigated these initial relaxations and found clear sig-
natures of more than one decay channel [13]. Hot carriers decay nearly instantaneously through
internal relaxations establishing an effective electron temperature, Te . But the electronic energy
relaxation into the lattice can only efficiently occur within a small part of phonon branches, re-
ferred to as the strongly coupled phonons (SCP), often within the higher energy optical branches
most connected with the electronic excitations. Then the energy is spread to other modes loosely
defined as the weakly coupled phonons (WCP). The exchange of kinetic energies between the
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three sub-systems is typically described by a three-temperature model (3TM) [13, 109–112].
Meanwhile, the ordering over the long-range scale does not directly couple to the microscopic

processes due to a large mismatch in the momentum and energy states active at the shortest time.
The dynamics of the order parameter are driven by the shift of the energy landscape established
by the momentum-dependent electron–phonon coupling (EPC) matrix. The EPC is shaped by
electronic instabilities at the Fermi surface (FS) and electron correlation effects, which can be
altered significantly upon applying optical excitations. The shifting of the energy landscape
thus can occur on a very short timescale, which, from the perspective of the long-range order
parameter, represents a nonthermal interaction quench.

One of the main goals of UED is to capture the dynamics of the order parameter following the
quench. Only the average structure can be obtained by the intensity of the Bragg peaks whereas
the structural fluctuations resulted from the symmetry-breaking and recovery processes (see Fig-
ure 3) shall be retrieved as well from features beyond the central coherent peak. Of concern is
also the soft modes and the pre-transitional phonon dynamics [113–116], properties of the lattice
elastic energy landscape supporting the symmetry breaking [9, 117, 118]. These events partially
overlap in time with the microscopic processes probed by the ultrafast spectroscopy techniques.
The signatures of such are obtained from the q-resolved fine structure of the coherent structure
factors as well as the diffuse scattering surrounding the Bragg peaks. Only through the combi-
nation of the scattering signals (coherent and incoherent) gathered from the different recipro-
cal subspaces of the Brillouin zone a deeper understanding of the nonequilibrium phenomenon
of phase transition can be gained. To this end, a strong advantage of UED lies in its large Ewald
sphere, making the retrieval of the different q-dependent features at once possible from a large
momentum-scale diffraction pattern—typically as many as 10–100 Bragg peaks can be observed
simultaneously in a single diffraction pattern, in contrast to the X-ray diffraction approach.

In principle, the simple geometry of the conventional UED approaches makes it well suited to
compare with results obtained by ultrafast spectroscopy [11–14]. An important problem concerns
the comparison between the volume excited and the parts probed by different techniques [13,25].
When applying an optical or near-infrared laser pulse, the excitation transforms the materials on
a finite absorption penetration depth, typically within 100 nm. The very large cross-section of the
electron scattering means that small volume samples, such as thin films or nanocrystals in the
range of 10s nm scale (depending on the beam energy) can be used. This feature partially relieves
the concerns of sampling inhomogeneously excited regions and unpacking information—an
issue to be addressed in Section 6.3.

Meanwhile, the advantage of UED might turn into a disadvantage as the scattered signal
can be dispersed into a large momentum space with a relatively poor q resolution. This calls
for an increase of the beam flux and a decrease of the sample lateral size to improve the q
resolution, however at the expense of signal strength. A challenge of UED as well as the ultrafast
electron microscopy (UEM) approach has been to balance the requirement of the resolution
versus the dose afforded under a repetition rate set by the recovery time of the excited quantum
material systems, typically in the kHz and sub-kHz ranges [13, 120, 121]. There is an apparent
limitation, setting the resolution affordable under a specific dose, by the space-charge-led pulse
lengthening, referred to as the space-charge effect (SCE) [122–129]. Fortunately, looking deeper
into this SCE issue, one can find a way to overcome this SCE even in a significant way, by properly
manipulating the beams in its 6-dimensional collective phase space through electron-optical
means. Key knowledge about this came from studying the dynamical phase space structures of
the pulses as a function of the particle number, Ne,0, controlled by the extraction field Fa , both
experimentally and theoretically.

The electron pulses used in the UED systems are typically created by applying the fs ultraviolet
laser pulses on a cathode through the photoelectric effect [122]. From the multi-level fast multiple
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Figure 4. The brightness-limited performance in the electron bunch compression. (a) The
multi-level fast-multiple model (ML-FMM) simulation of the structures of the electron
pulse extracted under a field Fa = 10 MV/m from a photocathode at two different times.
(b) The number of particles in the electron bunches, Ne , obtained at the specimen of the
UEM system as a function of the ultrafast ultraviolet drive laser power. This number is
typically a small fraction (∼5–10%) of the particle number Ne,0 generated at the cathode due
to the slicing by the alignment apertures in the beamline. One obtains the virtual cathode
limit (VCL) from the slope change. The right panel shows the pulse duration characteristics
under the tuning of the longitudinal RF lens at different Ne . Panel a is adapted with
permission from Ref. [119].

method (ML-FMM) calculations designed to preserve the stochastic scattering effect in the beam
dynamics simulations, one shows that the collective phase space volume is nearly conserved
once the pulse is fully extracted (Liouville’s theorem) from the cathode [130]. Hence, the perceived
SCE associated with the pulse lengthening caused by the internal Coulombic forces can be
overcome via dynamically reshaping the phase space structure of the pulse [121, 131, 132],
without leading to degradation of the throughput.

This leaves the pulse brightness, defined as (particle number)/(phase space volume), as a
main figure of merit in designing the photo-emission electron sources and plays a key role
for improving the UEM/UED performance. In particular, a central effort has been to avoid the
uncontrolled growth of phase space due to the stochastic effect [124] that leads to the degradation
of the brightness, but not necessarily the (collective) SCE. Such an issue is addressed in ML-
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FMM calculation by studying the brightness figures and phase space structures as a function
of Fa [119]. Prototypical SCE-led pulse evolutions under a nominal Fa = 10 MV/m are shown in
Figure 4a, where the phase space structures at two stages (630 fs and 100 ps) along the transverse
(x) and the longitudinal (z) directions are compared. The particle momenta (px and pz ) depicted
by the arrows give a certain spreading but largely are correlated with the position (x and z) led
by SCE. Accordingly, the brightness is tracked as a function of particle number Ne,0 with the
extraction field (Fa) as the control parameter.

A main conclusion from ML-FMM simulations is that the transverse (x–y plane) phase space
grows sub-linearly with respective to Ne,0 until the virtual cathode limit (VCL)—one when the
space-charge forces associated with the positive counter ions at the emitting surface become
strong enough to reduce the efficiency of the photoemission [119, 124, 133, 134]. This is seen in
the left panel of Figure 4b where the yield over the drive laser power becomes sub-linear and
the charge particle flows switch from laminar to turbulent. In the specific UEM arrangement,
the observation is made at the detector where the peripheral hot electrons around the electron
pulse have been sliced off with an aperture in the beamline such that the delivered particle
number, Ne , is typical 5–10% of Ne,0 at the cathode [127]. Nonetheless, the presence of VCL is
represented by an inflection point (Figure 4b). Characterization of VCL is important as only when
driven above VCL, the stochastic phase space size of the pulse will significantly increase from
the onset of turbulence within the charge particle flow; the particle flow is otherwise laminar
in the regime below VCL [119]. This means that one can significantly gain transverse brightness
by increasing Ne,0 up to the brink of VCL. The effect translates to improving the performance
related to the transverse phase space, such as the spatial resolution of UEM or the q-resolution of
UED. Meanwhile, one finds the phase space along the z direction increases nearly linearly with
respect to Ne,0, and the pulse-width (∆z) grows as N 1/2

e,0 , also confirmed by the experiment [119].
From the right panel of Figure 4b where the longitudinal phase space size is translated into the
compressibility in time, one can conclude that even at VCL under just a fair Fa ∼ 2 MV/m in a DC
gun arrangement, a sub-ps resolution can easily be achieved from tuning the RF field to realign
the phase space.

The left panel of Figure 5 shows the setup of the electron-optical system for conducting the
UED and UEM experiments. The two approaches share a similar electron-optical system before
the specimen. A feature here is the incorporation of the RF cavity system, before and after the
specimen for realigning the longitudinal phase space structure. Effectively here, the RF cavity acts
as the longitudinal lens in a very similar role as the magnetic lens for controlling the phase space
structure in the transverse direction—a feature that is fully implemented in the conventional
TEM. The two lens systems combined allow the UEM/UED apparatus to achieve an optimal
pulse shape targeted by the different modalities [93, 121]. The additional optical system in UEM
consists of intermediate and projection lenses and the spectrometer, intended to decode the
nonequilibrium physics encoded in the phase space of the scattered particles in the modality
of imaging or spectroscopy [107, 108, 121, 135–142]; whereas without such optics (or set at the
diffraction mode in a UEM), the scattered electrons are focused onto the screen to form the
diffraction image directly.

The right panel of Figure 5 shows schematically how the operating parameters are set based
on the modality’s feature-of-merit (FOM), defined by the projected phase space. For example,
for coherent scattering, a key is to maximize the incident particle density projected along the
transverse momentum space. This can be achieved via the condenser lens adjusted to minimize
the tilt of the transverse phase space (px vs x in lab frame or ∆α vs ∆r in pulse frame) as the
pulse arrives at the sample. This can be considered as a pulse compression along px (or ∆α).
For ultrafast imaging where the resolution is typically dose-limited, the optics are frequently
optimized to produce a better focusing along x at the expense of beam coherence. Meanwhile,
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Figure 5. Configuration of an ultrafast electron microscope system. The main concept aims
to incorporate the high temporal resolution into an existing transmission electron mi-
croscope with the rearrangement of the electron optical system to accommodate a high-
density photo-electron source, which is driven by ultraviolet laser pulses. The electron
pulse coming off from the cathode rapidly develops into a chirped pulse, influenced by
the intrinsic strong Coulombic space-charge forces at the low energy stage. This collective
space-charge effect manifests not in a blowout of the phase space, but instead in a highly
correlated momentum-position phase space structures in both the longitudinal and trans-
verse directions; see right panel where the two phase spaces are depicted in (∆t , ∆E) and
(∆r , ∆α) respectively. To remediate the resulted pulse broadening, one or more RF cavi-
ties act as the longitudinal lenses in the beamline to recompress the projected phase space
along∆t or∆E , while a similar strategy along the transverse directions is handled by the ex-
isting magnetic lenses. These two combined lead to focusing both in the longitudinal (en-
ergy and time) and transverse (crossover and coherence) dimensions. In general, different
optical adjustments will allow the phase space of the incidence pulses to be realigned for
the best performance of diffraction, imaging, and spectroscopy without sacrificing the elec-
tron beam dose. The successful operation of the new RF lenses relies on synchronization
between the laser pulse and the cavity field, which is controlled by the phase-locked loop
electronics with feedback control to counteract phase jittering within the RF cavity field for
focusing; see the left panel. The physical limit of the performance is the phase space den-
sity, or brightness, of the pulse that can be delivered to the specimen. The resolution is de-
fined in the projected sub-phase space targeted by different modalities and the relevant in-
formation encoded in the scattering process is deconvoluted by the post-specimen optics
and projected onto the detector; see discussions in Refs [92, 93, 143].
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for achieving ultrashort time resolution, the adjustment is made via a compression along z
(∆t ), whereas for spectroscopy a compression along pz (∆E) is needed to monochromatize the
pulse. The post-specimen optics are typically tuned to project the proper phase space structure
of scattered pulse onto the screen; see e.g. Refs [93, 121] for optimization and mode matching
strategies. Their discussions are beyond the scope of this paper. As a result, the new approach can
sidestep the conventional collective SCE from a high-density beam and leads to the possibility
of multi-modal scattering and imaging experiments within a single platform [95]. This adaptive
optics strategy has been recently employed in the UED [23] and prototype UEM [108, 135]
experiments; some of which will be discussed in Section 6.

In Figure 6a, we give the scattering patterns from the ultrafast coherent electron pulses
delivered via the pulse compression schemes. The pulse width here is∼100 fs (Figure 4b), whereas
the transverse momentum compression by the condenser and objective lenses leads to a high
beam coherence length (∼40 nm; Ref. [23]). The combination of the two provides the resolutions
to probe long-range cooperativity over an ultrafast time window for the nonequilibrium CDW
phase transition. The order parameters of the CDW states are encoded in the satellite peaks as
shown in Figure 6b, including the higher-order satellites present due to the domain structures of
the CDW [144–148]. The satellite network from three degenerate CDW branches with momentum
wavevector Qi and their higher-order multi-Q components represents the Fourier spectra of
the real-space hexagonal domain state [149, 150]—so-called near-commensurate CDW (NC-
CDW) [144–148, 151], which can be converted from the scattering pattern; see Figure 6c. In
addition, the scattering from fluctuation waves tied to the electronic instabilities is often more
spread out in the momentum space and forms the diffuse scattering background [53, 56]. The
diffuse scattering gives central information on the pre-transitional phenomena dominated by
the preformed short-range orders or soft phonon modes. Given the scattering intensity from
these features are significantly smaller than the intensities of the Bragg peak (G) from the average
lattice unit cells, the useable dose on the sample is a key factor for successfully probing the
quantum material phase transitions [144,148,151]. Furthermore, ensuring no residual effect after
the pumping of thermally isolated thin specimens requires a low repetition rate (≤1 kHz). For
these reasons, the adaptive optics approach is the method of choice as it does not rely on the
aperture to improve the resolution.

6. Example systems

The possibility to access long-lived states with desired unconventional properties has motivated
an increasing number of ultrafast experiments exploring correlated quantum materials [1, 2, 4,
11, 12, 152]. In this section, we illustrate how the measurements of the nonequilibrium order
parameters by the ultrafast scattering, when connected with the Landau–Ginzburg formalism,
can be used to explore the global energy landscape of the nonequilibrium quantum materials
and study the nonequilibrium physics therein. We will focus on three prototypical systems,
i.e., CeTe3, 1T-TaS2, and VO2, all of which exhibit long-range states ordered on the lattice with
distinctive light-tunable and structurally coupled electronic phase transitions. The three systems
have varying strengths of electron correlation as well as different natures of electron-lattice
coupling, as depicted in Figure 7. The charge orderings range from purely incommensurate,
to near commensurate, to commensurate or even bond-ordered density waves, making them
representative systems for the comparisons. The nonequilibrium platform here focuses on the
ultrafast optical pump–scattering probe settings using typically isolated sub-50 nm scale thin
films or nanocrystals. The entire samples are covered within pump laser and probe electron
beams. The settings facilitate a condition where the pump laser with a similar penetration depth
as the film thickness introduces interference effect within the film and hence may establish a
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Figure 6. Diffraction of 1T-TaS2 thin film measured with an ultrafast electron diffraction
setup. (a) The diffraction pattern obtained at the beam energy of 100 keV. (b) A local
diffraction pattern constructed from refining all relevant Bragg peaks (CDW and lattice)
gives the distribution of satellites associated with the triply degenerate CDW branches
and the associated high-order harmonics of the CDW from inter-CDW coupling; these
features appear around each Bragg diffraction peak from the main lattice. The main CDW
satellites are marked by the respective momentum wavevector Qi, whereas the main lattice
peaks are marked with the reciprocal unit cell wavevectors G1 and G2. (c) The real-space
representation deduced from the CDW patterns showing the long-range hexagonal domain
structures. (d) The 13-atom supercell of the density wave in David-Star shape, presented in
the lattice distortion map.

uniformly excited material system in which the nonequilibrium state evolves initially from a
homogeneous quench. The sample is typically suspended freely over a fine grid held under the
vacuum environment. Therefore, one may safely assume that absorbed energy in the pumped
system is preserved to the entire probe window (over 1–2 ns). The pump–probe repetition rate is
set at 0.1 to 1 kHz, adjusted to ensure that the pumped system fully relaxes on the much longer
time scales. This platform allows us to discuss nonequilibrium dynamics as an internal relaxation
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Figure 7. The crystal structures of CeTe3, 1T-TaS2, and VO2 investigated by the ultrafast
scattering techniques.

process. We will discuss implications to the interpretation of the experimental results when the
conditions of pump-homogeneity are not met.

6.1. Competing degenerate broken-symmetry orders: rare-earth tritellurides

The rare-earth tritelluride (RTe3) compound is one of the most systematically studied CDW
systems to undergo continuous phase transition [153–155]. This system consists of square Te
planes, alternating with weakly coupled RTe slabs (see Figure 7). Despite the fundamental C4
symmetry in the 2D Te sheet to host CDW formation, the stripe phases are the predominant CDW
orders due to spontaneous symmetry breaking. We note, bearing on a small asymmetry owing
to the coupling between the two nonequivalent square Te nets [72], the dominant ground state
is the stripe phase along the c-axis. However, the recent inelastic X-ray scattering revealed pre-
transitional critical fluctuations in nearly equal strengths along both c and a-axes [156, 157]—
a signature of the two order parameter fields vying for the spectroscopic weight to become a
static order. Nonetheless, the SSB dictates that, upon ordering along the c-axis which removes a
significant amount of the potential a-CDW spectral weight [155, 158], subsequent formation of
a-CDW will be excluded [159].

The surprising light-induced formation of a new broken-symmetry order in the direction
orthogonal to the pre-existing state (a-CDW) was unveiled recently in the two light rare-earth
RTe3 family members of LaTe3 [22] and CeTe3 [23]. Given that the a-CDW does not exist in the
system prior to applying a fs near-infrared pulse, this is a rare scenario where the suppressed field
of a new broken-symmetry phase can be created from scratch over a relatively short timescale.
Therefore, from studying the real-time ultrafast dynamics of the CDW system in RTe3, it is
possible for one to gather crucial insight into how an SSB phase transition emerges out of
equilibrium beyond the mean-field description in a condensed matter system.

In the equilibrium state phase transition, there has been already a high degree of control
evidenced in the significant shift of the critical temperature Tc,1 by changing the rare-earth
element and applying pressure [153–155]. The effects, such as downsizing the gap size and
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the CDW amplitude due to Lanthanide shrinking, are results of weakening the inter-orbital
coupling strengths that shape the FS [72]. Given the two CDW order parameters are already
strongly competing in the equilibrium state, it is possible to tip the balance of the competitions
thus transforming the free-energy surface by shifting the orbital states occupancies [160]. The
surprising introduction of a-CDW, even in a system deep inside the pre-existing order of c-CDW
by applying short near-infrared pulses (here Tb = 300 K ¿ Tc = 540 K), indeed reflects this.

The possibility of optically manipulating the free energy surface allows the RTe3 to be the pro-
totype system for transient control of nonequilibrium phases. The basic physics of competitively
driven transformation of the free-energy landscape and, as a result, the introduction of the hid-
den a-CDW has been given on a phenomenological ground; see Section 3. Here, we will validate
the theoretical hypotheses and focus on elaborating the more intricate microscopic dynamics
and the nonequilibrium processes enabling such phenomena. At the center stage of the discus-
sion is the ultrafast scattering-based approaches serving to capture the nonequilibrium order pa-
rameters and the associated field fluctuations. We will show how one uses such information to re-
construct a competitive global energy landscape poised to the different orderings upon quench
and the nonequilibrium physics it entails.

Transient dynamics in a system with two competing orders ηc and ηa , in this case, are recorded
using an RF-optics-augmented UED system with the transverse lenses tuned to optimize the q-
resolution [23, 92]. In particular, the amplitude dynamics as described in (9) are manifested in
the integrated intensity of the structure factor, ml (Q; t ), that one can retrieve from the dynamical
diffraction patterns (27). The spatially nonuniform order parameter evolution is also detected by
following the correlation lengths (ξ) of the system encoded in the width of the structure factor
(25). Taken from Ref. [23], Figure 8a shows the raw diffraction pattern where the main signature
of the broken-symmetry order at t = −1 ps is the c-CDW superlattice satellites at Ghkl ±Qc with
Qc = 0.28c∗ around the Bragg peaks of the square lattice at Ghkl . The inset shows the patterns
from the G401 region before (−1 ps) and after (+1 ps) the laser excitation. Clearly, by +1 ps the
system establishes a new pair of satellites at ±0.30 a∗ (Qa). The results inform the occurrence of
a new broken-symmetry phase on ≈1 ps timescale. The respective order parameter dynamics are
plotted in Figure 8b.

6.1.1. Method to retrieve global free-energy surface through ultrafast scattering-detected order
parameters

To begin with, we give a pedagogical description on how the experimental protocol helps
retrieve the Landau parameters based on controlled studies of transient metastable phases. The
basic assumption is that the quenched free-energy landscape will decide the coordinates of the
metastable states as its stationary points. Hence, by following the relative changes of the two
competing order parameters at the metastable stages as the controlling laser fluence (F ) is tuned
the bi-dimensional free-energy surface shaped by the competitions between the two sub-systems
can be evaluated. The coordinates of free energy minimum taken from the stationary points of
(11) are 




|ηc |2 =
−(a′(T −Tc )+ Ã|ηa |2)

A′
4

|ηa |2 =
−(a(T −Tc )+ Ã|ηc |2)

A4
.

(31)

These coordinates, equivalent to m̂Ql (t ) ≡ mQl (t )/mQc (t < 0) (l = a or c), are reported as a
function of F ; see inset of Figure 8b. We use the two critical fluences identified in Figure 8b to
set the scale of the Landau parameters. First, from the established critical energy density Ec,c ≈
0.64 eV/nm3 (converted from the applied fluence Fc,c ≈ 2.0 mJ/cm2 needed to suppress |ηc | to 0),
one derives the c-CDW-associated parameters: a = 4|Ec,c |/(Tc −Tb) = 1.05×10−2 eV·nm−3·K−1,
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and A4 = a(Tc −Tb) = 2.54 eV·nm−3. In addition, the successfully identified nonthermal critical
fluence Fc,a = 0.59 mJ/cm2 gives the critical condition over which a nonzero static |ηa | will be
created according to (31). From |ηc,th| ≈ 0.87 at Fc,a , one gets Ã = 4.10 eV·nm−3, a′ = 1.29 ×
10−2 eV·nm−3·K−1, and A′

4 = 22.0 eV·nm−3 by fitting the results with (31).

6.1.2. Impulse-adiabatic phenomenology

We point to the fact that with the above-the-gap excitation, the pump does not couple
to the order parameter directly; rather it heats up the carriers first and that suppresses the
CDW spectroscopic gap on a shorter timescale than the long-wave response associated with
the lattice order parameter. This is consistent with the observation of a carrier spectral weight
transfer and the adjustment of the FS topology within 100 fs by photoemission [160, 161];
whereas the overdamped suppression of the associated order parameter amplitude appears on
a slower (∼300 fs) timescale, observed by the scattering techniques (Figure 8b) [22, 23, 162].
These hierarchic temporal responses reflect the basic impulse-adiabatic phenomenology for the
description of the light-induced phase transition on the free-energy landscape.

The new bidimensional free-energy landscape is now plotted using the refined Landau param-
eters; see Figure 8c. We then seek to understand the dynamics of the subsequent order parameter
amplitude evolution following the quench presented in Figure 8b as a potential-driven process
on the free energy. Based on the local curvature of the potential surface, the initial dynamics shall
appear on a downward trajectory (see arrowed line in red in Figure 8c) along which the existing
order-parameter amplitude is significantly suppressed, manifesting in a nonthermal melting as
witnessed in the initial c-CDW state evolution. We note during this period there is no detectable
change in Q (top panel, Figure 8e). This means the order parameter is temporarily trapped at the
saddle point following the local steepest descent. Next, for the nonequilibrium system to estab-
lish the broken-symmetry phase with bi-directional components at the new global minimum, the
order-parameter dynamics must switch direction. This occurs in the next ≈1 ps based on the Q-
shift and the rise of a-CDW intensity (m̂a). However, in the evolution toward the new global min-
imum the order-parameter field is incoherent driven by fluctuation waves. Since the amplitude
mode is gapped, the rate-limiting step is the alignment of the local phase and hence the phase
rigidity controls the buildup time. Experimentally, this manifests in the expansion of the static
correlation length along with the order parameter amplitude (Figure 8b). The long-wave modes
order the field on increasingly larger scales at the bottom of the free energy surface—a scenario
described by coarsening as discussed in Section 2 and Figure 1c. Hence, the simple phenomeno-
logical free-energy model explains the stepwise manner in which the hidden state is introduced
into the system as observed by the UED experiment.

6.1.3. Connections between field instabilities and soft modes

Now we utilize further UED results to look into the microscopic details of the nonequilibrium
processes. Of particular interest here is to understand how the rise of the microscopic soft modes
is connected to the order-parameter field fluctuations in a nonequilibrium SSB driven by the
quench. Here, the nonadiabicity plays a role because of separation of scales. Along the |ηa |
direction, the order parameter field is initially disordered. Mathematically, a long-wave AM is
formed by coherently joining two counter-propagating soft modes. However, initially the order-
parameter field is unstable because of the upturned parabolic free energy at initial times [61,163].
Only the longest fluctuation wave (|k| → 0, ω→ 0) will be relevant to the formation of a single-
wavevector incommensurate CDW. The phase transition cannot be said to have happened if the
ensemble averaging is taken over a fluctuating order parameter field, where 〈|ηα|(r, t )〉 amounts
to zero. The rectification to form a static order from the dynamical modes here requires a
parametric growth of phase-coherent AM modes.
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Figure 8. Nonequilibrium dynamics into a hidden checkerboard order in CeTe3.
(a) Diffraction pattern of CeTe3 thin film. The inset shows the scale-up view of the pat-
terns near G401 before (−1 ps) and after (+1 ps) applying pump pulses. (b) The evolution
presented in terms of the diffraction integrated intensity for the order parameters. The in-
set shows the respective changes obtained at the metastable period (∼1.5 ps) as a function
of fluence. (c) The Landau–Ginzburg free-energy surface obtained for the F = 1.85 mJ/cm2

case. (d) Lattice phonon responses deduced by the momentum-dependent Debye–Waller
analyses. (e) (Top) The order parameter field evolution examined via |u0,ηa |2 and ∆Q̄c /Q̄c

respectively for a- and c-CDWs. Here, Q̄c is the mean wavevector of the c-CDW. (Bottom)
The vibrational ms phonon amplitude changes projected along [001] and [100] were ob-
tained from the Debye–Waller analysis. Panels a, b, d, e are adapted with permission from
Ref. [23].
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To understand the initial nonadiabicity pertaining to SSB driven by a quench, we track the
scattering weight transfer between SG and SQ. For evaluating q-dependent phonon dynamics,
one obtains the differential-mean-square lattice fluctuations∆u2

hkl by taking the logarithm of the
normalized m̂G (after excluding the contributions from the quasi-static CDW-related Bessel func-
tion terms; see (27)–(30). This results in a differential DWF, i.e., lhkl (t ) = e−2Mhkl (t )/e−2Mhkl (t<0) =
e−2∆Mhkl (t ), which can be taken at different Ghkl to determine the differential fluctuations∆u2

hkl =
2∆Mhkl projected in the direction of Ghkl ; see (20). The results of this analysis taken from an array
of Ghkl along different directions are shown in Figure 8d. The strong anisotropy in ∆u2 reflects
the underpinning energy landscape, or q-dependent electron–phonon coupling that shapes the
phonon dispersion curves of the lattice modes upon phase transitions. The large amplitudes of
motion reflected in the ∆u2

hkl along the [100] and [001] directions indeed reveal the predomi-
nance of the soft modes directly driven by the landscape changes. Their excitation, within the
first 500 fs (see Figure 7e), is clearly much faster than the generic laser-induced heating (over a
few ps).

Now, we turn our attention to the correspondingly determined long-wave parameters, specifi-
cally the order parameter amplitude |u0,ηa |2 and the momentum wavevector shift (see Figure 8e).
It is quite evident that the build-up of the long-wave modes appears mainly after the soft mode
amplitudes have peaked. The results obtained here highlight the essential different dynamics
due to separation of scales, and the close relationship between the fluctuation waves (both in
the symmetry-breaking and recovery processes) and the respective order-parameter evolution.
The empirical results also show nonergodicity between soft modes pertaining to the two CDW
systems. A period, where the soft mode amplitudes characterized by the ∆u2

100(t ) and ∆u2
001(t )

along the two perpendicular CDW fields diverge, is witnessed (Figure 8e, bottom panel). One can
easily correlate this period with the timescale where the metastable a-CDW phase is created and
then destroyed. This reaffirms the out-of-equilibrium phonon dynamics have a key role in sus-
taining the hidden state. Accordingly, the system thermalization timescale tth is determined to be
∼4.5 ps.

6.1.4. Nonthermal critical point

Finally, we address how conceptually one can unite the interaction quench with the temper-
ature quench to understand nonthermal SSB as a condensation process on a new free-energy
landscape. As is the case under the equilibrium condition, the local temperature of the CDW
state is a co-control parameter for the transient free-energy landscape when it is influenced to
undergo SSB by the laser interaction quench. Accordingly, we can introduce the concept of the
nonthermal critical point T ∗

c , which is defined by rearranging the Landau–Ginzburg equation:

T ∗
c,a = Tc,1 −

Ã

a′ |ηc |2. (32)

First, one can see how this concept applies to suppress the formation of a-CDW under a com-
petitive SSB at equilibrium. Given the degenerate critical point Tc,1 = 540 K [154, 159], with the
c-CDW chosen as the equilibrium ground state (|ηc | = 1 at Tb = 300 K), the experimentally iden-
tified Ã and a′ shift T ∗

c,a to a lower temperature (222 K) than Tb . Furthermore, following the BCS
behavior, the |ηc | is expected to rise as Tb is lowered [154]. This means further cooling the system
in the broken-symmetry phase will continue to push the T ∗

c,a even lower. This explains why under
the equilibrium condition the a-CDW is suppressed once c-CDW becomes the dominant ground
state. However, the scenario will change entirely under a nonequilibrium condition where |ηc |
is driven to an amplitude below the critical threshold (|ηc,th| ≈ 0.87 from (12)) by an interaction
quench. In the case described in Figure 8b, the |ηc | is reduced down to 0.32 at the laser fluence
of 1.85 mJ/cm2, where the corresponding T ∗

c,a (508 K) is now well above Tb . Therefore, from the
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perspective of a-CDW, the system is now in a scenario akin to a deep temperature quench and
will undergo condensation to form a new broken-symmetry order in much the same way.

6.2. Metamorphosis in vestigial density-wave system: tantalum disulfide

Here we will approach a different type of light-induced hidden phases involving competitions
but not in the same vein as the RTe3 system. The system is 1T-TaS2, which belongs to a broad
class of layered transition metal dichalcogenide (TMDC) compounds [164]. Similar to RTe3,
these TMDC compounds have isolated 2D metallic layers; see Figure 7. However, the in-layer
atomic structure is triangular rather than square lattices within which the triply degenerate CDWs
emerge [164]. Of particular interest here is 1T-TaS2, which hosts nontrivial charge-density wave
orders driven by several factors: the instabilities at the Fermi surface, the large lattice distor-
tion possible, and the localized orbital that leads to a Mott–Hubbard gap at the low tempera-
ture [151, 164–166]. The hidden CDW state formation in 1T-TaS2 [18] was among the first that
was demonstrated in TMDC and since cross-examined by optical [167], resistivity [168], scan
tunneling microscopy (STM) [169–171], X-ray [172] and electron scattering [19, 173] techniques.
Besides1T-TaS2 [18, 19, 168, 169, 172], light-induced hidden states have also been found in 1T-
TaSe2 [174], 3R-Ta1+x Se2 [175, 176], and 1T-TaS1−x Sex [173].

Within the Ta layer, the low-temperature ground state forms 13-site clusters in which 12 out
of 13 Ta4+ ions are distorted towards the central Ta atom to a David-Star shape; see Figure 6d.
It is understood that the unpaired electron in a 13-site cluster with a large spin-orbital coupling
gives enough correlation to form a Mott insulator. The

p
13×

p
13 superlattice clustering forces

the density-wave state to lock-in to the atomic lattice, forming the long-range commensurate
charge density order (C-CDW) under ambient pressure. Upon warming, the increasing electronic
instabilities deviate the CDW from its perfect commensuration with the lattice, driving a series
of discommensurate (DC) state. Upon warming from C-CDW, the ordering first changes to a
triclinic state (T-CDW) state at TC-CDW ∼ 220 K, then to a hexagonal nearly commensurate density
wave (NC-CDW) state at TH-NC ∼ 280 K, and finally to an incommensurate CDW (IC-CDW) state
at TIC ∼ 350 K. The material eventually loses the density-wave order and becomes metallic at
TM ∼ 540 K [146–148, 177].

The delicate density-wave ordering is also subject to tuning by chemical doping or applying
pressure and can generally lock into a certain type of nearly commensurate ordering before
the system entirely loses the David-Star clustering feature. Eventually, melting of the David-
Star clusters allows the system to adopt a purely sinusoidal form of single-wave vector IC-
CDW [178]. The multi-Q effect (Figure 6b) is pronounced in all forms of NC-CDW [144], in
which the CDW deforms from the sinusoidal shape by developing periodic phase slip at distance
ξD [179], forming the domain walls or discommensurate (DC) region. Within the domain, the
CDW maintains the commensurate ordering, whereas on average the NC-CDW state has an
incommensurate wavevector to avoid the penalty of raising the elastic energy as a whole [151,
178, 180]. This new self-organizing scheme as pointed out by McMillan [178] creates long-range
periodic DC textures. In principle, this discreteness effect from the longer-range lock-in scenario
will lead to stabilization at every possible topologically compatible DC network, so-called Devil’s
staircase [181]. In practice, only a few DC structures will develop out of balance between the
commensuration energy and instabilities driven by thermal excitations. The triclinic [182] and
hexagonal NC [53, 177] states identified in the equilibrium phase transitions belong to these DC
states [145, 178].

In these intermediate phases, the C-CDW characteristics are only partially lost by the increase
in itinerant instabilities. Therefore, they may be considered as a type of vestigial order [67,68,183].
Here, unlike the case for RTe3, the CDW transformation may be modelled on a single order
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Figure 9. Theoretical depiction of the CDW order parameter evolution in TaS2. (a) The
temperature dependence of various order parameters. (b) The two-dimensional landscape
hosting the various CDW orders. Panel b is adapted with permission from Ref. [19].

parameter η = |η|eiφ, where the deviation from φ(r ) = Qc · r locally produces additional free
energy gain [178–180]. With McMillan’s DC network additional terms in the Landau’s free-energy
equation are introduced where the CDW phase plays an explicit role in the lock-in energy. The
essence of McMillan’s model has been shown to describe CDW systems with different types of
commensurate orderings; see e.g. Refs [145, 180].

Taking the essence of McMillan theory and the chief experimental observables from the UED
experiments, one can give a similar phenomenological model [113, 184] to capture the essential
features in TaS2 CDW phase transition in which the free-energy density is given by

f = f0 +C |η|2(∇φ−QIC)2 −D|η|2 cos(φ−QC · r)+H.O. (33)

The first term f0 = A|η|2 +B |η|4, where A = α/2(T −TM ) has the expression like (1) and is the
leading order in the Landau–Ginzburg equation that defines a continuous phase transition. The
second term comes from the energy cost of distorting the CDW structure from its ideal IC state
set by the susceptibility. The third term reflects the lock-in effect, which favors the commensurate
order. The last term contains the additional higher-order CDW interactions and the multi-Q
effects [179]. It is easy to see from (33) that the most important factor setting the energy scale
is the CDW amplitude |η|, whereas the lock-in condition set by topology will determine the stable
Q that the vestigial order could settle (discreteness conditions). Here, the coefficients A, B, C, and
D are all positive, which allows (33) to capture the generic trend of IC-to-C transition [148, 180].
First, let us assume the system is homogeneous. Driven by the lock-in energy gain by the
amplitude increases upon lowering the temperature from TM , the Q evolves continuously and
creates a jump in both Q at TC-CDW; see solid line Figure 9a that is the case for the 2H-TaSe2

phase transition [47]. Now considering the inhomogeneity created by the DC network, relevant
to the 1T-polymorph, the CDW system gains additional stabilities by deformation under the
discreteness conditions. Here, deviating from the purely sinusoidal form by developing ∆φ(r) in
the associated DC network, additional jumps by the new vestigial orders are created; see dash
line in Figure 9a. Given that the magnitude of the Q does not change significantly, the free-energy
landscape can be cast in two effective parameters [19]: the amplitude (|η|) and the orientation
angle of Q (ϕ) with respect to Qc [148] measured in UED. Such a 2D free-energy landscape is
schematically depicted in Figure 9b.
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More exact models considering the multi-Q and high-harmonic effects will be required to
precisely determine the experimentally observed vestigial triclinic and hexagonal NC-CDW states
[145, 179]. We note, the delicate discommensuration model extended by Shiba and coworkers to
include all essential high-harmonics and multi-Q interactions based on diffraction [144,145,179]
can accurately predict the structure of the triclinic and hexagonal NC-CDW states, which have
been confirmed by STM experiment [185]. Nonetheless, the phenomenological model given
here, while ignoring the multi-Q and high-harmonic effects, is sufficient to capture the essential
physics of DC phase transitions.

With the phenomenological equation, we are now in a position to understand the basic
physics of photoinduced CDW transformation. While not a direct competitive scenario [23],
driving down the |η| via a laser quench can tip the balance between the commensuration
energy gain and the elastic energy cost, triggering the reorganization of the density waves as
discussed above. The narrow half-filled band is crucial for the low-temperature Mott phase and
the associated cluster-type structure distortions. Therefore, the optical interband excitation from
this localized band can lead to the effect of doping poised to shift the energy landscape before
carrier thermalization [186]. The experimental phenomenology relevant to the impulse-adiabatic
picture of unfolding the order-parameter free-energy landscape [18, 19, 167] is given by recent
experiments: trARPES shows the collapse of the Mott–Hubbard gap within 50 fs [186, 187], while
the carrier thermalization appears in ∼200 fs to reduce the Peierls gap [187]; the carrier-lattice
equilibrium proceeds on an even longer timescale (ps) which are probed by UED [19, 188–191].

Taking the lead from the interaction quench scenario in CeTe3 problem [23], we can identify
the critical thresholds into different DC states as identified by the equilibrium free energy equa-
tion. In principle, there is a direct mapping between the equilibrium phase transition and pho-
toinduced phase transition in this manner. By rearranging (33), we obtain

f = α

2
(T −T ∗

c,l )|η|2 +B |η|4 +H.O.,

with a new critical threshold T ∗
c,l shifted by the interaction quench:

T ∗
c,l = Tc,l −

2

Vα

∫
dr[C (∇φ−QIC)2 −D cos(φ−QC · r)], (34)

where V is the volume of the specimen excited by the laser and l denotes different thermal
states. However, the balance between the lock-in energy and the energy cost in deviation from
the natural QIC is expected to be different in the temperature and interaction-mediated (doping
and applying pressure) pathways. Therefore, the intermediate vestigial ordering will likely be
different. For example, a stable triclinic phase has not been known under pressure tuning [151,
192] or chemical doping [193, 194].

Nonetheless, this simple picture allows us to better understand the phase diagrams of
nonequilibrium phase transition reported by Han et al. [19] and Ravnik et al. [167]. In these stud-
ies, different metastable phases emerge on the ps or longer timescales. The thresholds for creat-
ing these states were found to be dependent on the absorbed photon density, rather than the exci-
tation energy. The UED experiments (Ref. [19]) gave the results on the CDW amplitude and orien-
tation angle for these states, which can be mapped into the Landau–Ginzburg free-energy land-
scape assuming they are the stationary conditions. In the spectroscopic investigation (Ref. [167]),
the time-domain amplitude mode was employed as an indicator for the shifting of the rigidity
associated with the free-energy basin supporting the emergence of a new type of CDW orders.
These two different views are complementary to each other.

To understand the role of photo-doping, two different pump laser wavelengths, 800 and
2500 nm, were employed. While in both cases, interband excitation (hence photo-doping) is
possible, the excess heat deposited per creation of an electron–hole pair is quite different in
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Figure 10. Photoinduced CDW re-ordering dynamics in 1T-TaS2. (a) Energy-density evolu-
tion of the CDW wavevector in thermal and photoinduced phase transitions. (b) Absorbed
photo density evolution of the CDW wavevector and the amplitude pumped by 800 and
2500 nm photons. (c) The short-time evolution of the CDW order parameters obtained at
2500 nm. (d) The temperature–photon-density phase diagram obtained at 150 ps pumped
by 800 nm photons. (e, f) Temperature-fluence phase diagrams obtained for the ultrashort
(0.1–100 ps) and ∼1 ms timescales pumped by 800 nm photons. Panels a–d are adapted
with permission from Ref. [19]; panels e–f are adapted with permission from Ref. [167].
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the two cases—differs by a factor of 3. In Figures 10a and b, the respective CDW amplitude and
orientation angle changes are recorded at delay t = 150 ps. The distinct shift in the orientation
angle gives a handle to compare phases driven by the two different excitation wavelengths. The
relevant changes obtained under the tuning by temperature are included for comparing results
based on the applied energy density into the system with the initial state temperature (base
temperature, Tb) set at 150 K well below the TC-CDW ≈ 280 K.

We note that from the diffraction results the eventually achieved IC structure (by 800 nm laser)
is consistent with that of a thermal state. However, the intermediate phases, identified by the
steps in the angular shift, appear to deviate slightly from the known triclinic and near commen-
surate phases [148, 182]. We also note that in the results obtained from the two different laser
excitations the correlation between the amplitude and orientation angle changes is excellent.
This allows Han et al. [19] to rescale the applied fluence into a common scale based on the ab-
sorbed photon density within the experimental uncertainties, taking into account the difference
in the absorption cross-sections from the two laser wavelengths. These results thus are in sup-
port of distinct pathways from the non-thermal transitions, irrespective of the applied photon
wavelengths. A notable difference is, while the 800 nm laser pulse can bring the system entirely
to the eventual IC phase, the 2500 nm excitation fails to reach the same level without causing irre-
versible change to the CDW system. This observation suggests that thermal energy plays a more
important role to fully establish IC-CDW than in the transitions into other vestigial orders.

The phase diagram reported by UED portrays the metastable phases that can persist up to
150 ps (Figure 10d) [19]. The time-resolved measurements using 2500 nm laser pulses however
confirm that the multi-stability nature of the light-induced free-energy landscape already ap-
pears on a relatively short timescale [25]. Three different fluences were applied targeting different
eventual phases based on the phase diagram established using the data at 150 ps; see Figure 10c.
The phase progression was tracked through |η| and ∆ϕ of the CDW. Without any exception, the
phase evolutions progress in a stepwise fashion [19]. First, at a higher photodoping level where
one may assume a greater number of free-energy basins will become accessible; see Figure 9b.
However, the steepest descent is only defined by the accessible pathway to the nearest energy
basin, and those different basins are separated physically by the length scales set by discreteness
conditions (orientation angles)—along which the slope of the free energy is significantly smaller.
This explains the stepwise behavior in which the transformation is taken place as the free-energy
landscape does not allow a straight path from the initial to the eventual state.

As shown by Figure 10c the metastable states that could be accessed over a shorter time period
are slightly different as the free-energy landscape will continue to evolve over time due to ther-
malization with the baths. Nonetheless, the key characteristics of these states, as characterized by
|η| andϕ, do not change significantly. This indicates that the reported vestigial orders are distinct.
Furthermore, from the width of the corresponding satellite scattering structure factors, these or-
ders generally possess a long correlation length. As the appearance of the metastable state is re-
laxational (9), the stronger initial quench due to carrier doping naturally leads to a deeper level
of the energy basin to be exposed before the system has time to thermalize. This is an important
point to raise because it shows that the impulsive unfolding of the energy landscape is key to set
the stage for the order parameter evolution as a relaxational dynamic.

The remarkable ability for the vestigial system to self-organize into different long-range phases
in a relatively short timescale shows the evolution is driven largely by the potential effect than the
stochastic dynamics. Should the excitation be by a longer pulse, as so demonstrated with a pulse
longer than 4 ps in the experiment by Stojchevska et al. [18] and during which the slowly doped
system has a sufficient time to interact with the bath, the order parameter evolution would be
more thermal-like, namely one would not be able to observe the reported HCDW (Refs [18, 167])
in this case.
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There is a growing body of evidences [167, 169, 172] suggesting that the first vestigial order (la-
belled initially as “T” phase in Ref. [19]) following the laser quench to be one that is identified
as HCDW. The key signature to identify a vestigial order is by its deviation from the commen-
surate ordering (Qc −δ) ∼ Qc∆ϕ, thereby defining a characteristic domain size, ξD = 0.69a/∆ϕ
(nm), related by the Fourier analysis [179]. The change in ϕ at the first critical point identified
in Figures 10a, b is ∼0.2°, which is much smaller than that of the triclinic phase at equilibrium
(∼1°). This signifies a much longer-range domain/discomemnsuration structure [179]. Interest-
ingly, this relevant length scale matches the characteristic length scale of the HCDW structure
revealed by STM [169], which also suggests the structure as chiral. A recent X-ray diffraction in-
vestigation of HCDW also indicated aϕ-shift and correlated the change with the loss of interlayer
dimerization [172]—which the authors attribute as a defining factor introducing the insulating
behavior in the C-CDW phase [195], although the relative roles of interlayer stacking and the
Mott physics for the insulator-metal transition in TaS2 are still debated [165, 171, 196–199]. The
three independent measurements give a similar laser threshold ∼1 mJ/cm2, for the light-induced
phase transition. Therefore, it is very likely the first vestigial order identified here to be the same
as HCDW first reported by Stojchevska et al. [18].

All the vestigial states identified by the UED experiments are demonstrated to reverse back to
the C-CDW after the pump–probe cycles of 1–10 ms. While the initial discovery of the persistent
HCDW is obtained at the lower temperature than studied by UED, with a higher base temperature
as investigated by Ravnik et al. the HCDW is shown to be less stable. This may explain why the
system is reversible over a ms repetition rate, making it subject to the pump–probe optical mea-
surements. To this end, the time-domain phase diagram established by Ravnik et al. (Ref. [167])
also gives a second threshold for transitioning into other types of ordering upon a higher level of
excitations—see Figure 10f. This second fluence threshold is ∼3 mJ/cm2, which again is consis-
tent with what reported by UED for transition into the second NC vestigial order via 800 nm laser
pulses (Figure 10a) [19]. However, we wish to point out a key difference between the two stud-
ies that the irreversibility or disordered states tend to emerge under a higher level of excitation
in the STM experiments; whereas in UED studies the system can be driven all the way to the IC
state while maintaining the long-range correlation in the photo-doping regime. This notable dif-
ference may be explained on the basis of distinction in the sample settings in the two experimen-
tal approaches. In the UED investigations, the specimens are typically exfoliated to the thickness
less than 50 nm and studied at a higher base temperature. This is in contrast to the STM experi-
ments where the nonequilibrium dynamics are induced at the surface of a bulk sample and typi-
cally required a lower temperature to induced a long-live HCDW [167]. Below, we investigate this
initial state sensitivity relevant to controlling the evolution of the vestigial orders.

6.3. Pump-inhomogeneity-driven dynamics

Recently from careful analyses of the order parameter responses through time-resolved opti-
cal techniques [200] and X-ray diffraction [201], transient stabilization of inverse order param-
eters [202–205] have been suggested. This possibility is explained on the basis that the broken-
symmetry state with local lattice distortion opposite to that of the ground date can be transiently
trapped due to the formation of domain walls [200, 206] between the two extrema phases. This
scenario was thought to originate from the short penetration depth of the laser pulse relative to
the sample thickness. The inhomogeneous excitation could lead to distinctly different phases at
different depths within the sample in systems with multiple stable alternative ground states. The
externally applied pressure or the strain induced due to sample-substrate mismatch has been
used to create a metastable state [168, 207]. It is possible that the light-induced inhomogeneity
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Figure 11. Quasi-particle (electrons and phonons) temperature evolutions in photoexcited
TaS2 thin films by the three-temperature diffusion model. (a) The laser excitation (800 nm,
50 fs) profile within the 45 and 150 nm thin films. The inset shows the histograms of the
intensity and temperature distributions along z taken at 4 ps. (b) The time (t )-depth (z)
evolution of the electronic temperature, Te (z, t ). (c) The time (t )-depth (z) evolution of the
lattice temperature, Tlattice(z, t ).
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may be yet another control parameter that plays a role in creating the metastable energy land-
scape.

We look into this issue by considering near-infrared laser excitations in samples with slab
thickness used in the UED experiment (45 nm) and one that is much larger (150 nm) representing
the bulk limit. A focus is to consider how different sample thickness settings will alter the
excitations and hence influence the interpretation of the results obtained from the different types
of pump–probe experiments. In Figure 11a we show that by simply changing the sample thickness
by a factor of ≈3, the excitation of the materials can be altered drastically. The differences are
most apparent by comparing the laser absorption intensity profile I (z), calculated for the 1T-
TaS2 [208] by solving the Maxwell’s equations [209,210]. In the same sub-surface region (0–45 nm)
from the top excited surface (z = 0), the 150 nm system shows an exponential-like decay profile
with an effective penetration depth of just ≈25 nm, which is expected as if the film is a bulk
sample. On the other hand, for the 45 nm film, the profile becomes nearly homogeneous. This
striking difference reflects the effect of the interferences active in the thinner film where a finite
optical penetration leaves a sizeable, reflected component for the waves to interfere internally.
This Fabry–Perot effect can sufficiently build up before the ≈50 fs pulse leaves the slab. It can even
create an inverted effect as shown in the 45 nm slab where the intensity from the back surface is
slightly higher than the one in the middle; see the left panel in Figure 11b.

To characterize the effect of interferometric modification, we calculate the normalized inten-
sity distribution given in a histogram (see inset of Figure 11a). The differential RMS value evalu-
ating the dispersion effect is calculated as:

σn =

√√√√ 1

N

∑
i

(
I (zi )

〈I (z)〉 −1

)2

.

We obtain aσn of 0.064 for the 45 nm film, whereas for the 150 nm film it is 1.244. It is intriguing to
observe how this initial laser intensity profile will drive the diffusion of the carriers and phonons
in the systems. The exchange of kinetic energies between the carriers and phonons, which
defines respective effective temperatures for electrons, SCP, and WCP subsystems, is described
by the three-temperature model (3TM) (Section 5 and the Appendix of this paper). We note the
typical 3TM [13, 109–112] is conceived mainly for a homogeneous system. To consider diffusions
by the hot carriers and phonons excited more significantly at the top surface, we set up the
diffusion equations [211] coupling to 3TM and establish the three-temperature diffusion model
(3TDM) [212] to allow us capturing the spatial temperature profile evolution. Here, we report on
the temperature profiles Te (z, t ) and Tlattice(z, t ) for the electron and lattice subsystems that will
be relevant to addressing the complementary perspectives of the microscopic dynamics probed
by the ultrafast scattering, trARPES, THz spectroscopy, and optical reflectivity techniques.

We set up the problem by considering the ultrafast dynamics of electron temperature, Te (t ),
made available recently for 1T-TaSe2 by trAPRES experiments [174]. We apply the 3TDM with
the 3TM coupling parameters determined based on fitting the experimental Te (t ) data. These
parameters are used as the generic coupling constants and applied to the 1T-TaS2 dynamics.
We note that from the fitting of the coupling constants between the electron subsystem, SCP
and WCP, we derive three characteristic timescales for “electron–phonon” coupling: 0.5, 1.8
and 40 ps, which lead to a general ps heating dynamics of the lattice consistent with many
recent experiments [189–191, 213]. We then report in Figures 11b, c the transient temperature
maps Te (z, t ) and Tlattice(z, t ) with the mean lattice temperature calculated according to Tlattice =
αT SCP+(1−α)TWCP, whereα= 0.1 as the fraction for SCP is determined also from the fitting. The
details of the modeling and the parameters used are listed in the Appendix.

The full results for the first 5 ps are depicted in Figures 11b, c in the dynamical temperature
maps of Te (t , z) and Tlattice(t , z). To see the effects of diffusion, one can compare the temperature
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profile at a given time (the results from 500 fs and 4 ps are highlighted) with the initial I (z).
Notably, for the 150 nm film, diffusion strongly modifies the temperature profile already in the
sub-ps timescale in the top surface region, which is probed by trARPES and X-ray diffraction.
From the results obtained at 500 fs for the 150 nm film, the diffusion effect creates a nearly
homogeneously excited top region (≈10 nm) and a sub-surface region where a sharp decay
occurs; see the right panel in Figure 11b. However, over the entire period of observation, the
strong inhomogeneous profile over the 150 nm film has not been lifted in the temperature
evolutions. Meanwhile, for the 45 nm film the diffusion effects have improved the uniformness
of the temperature profile further, as indicated in the σn calculated for Te (t , z) and Tlattice(t , z)
going from 0.064 of I (z) to 0.015 and 0.020 respectively. The high degree of uniformness starting
even at the short timescales is expected to be an important aspect in characterizing the critical
dynamics associated with the nonequilibrium phase transitions.

We examine how this pump-associated inhomogeneity affects the experimental results. Lo-
cally applying the impulse-adiabatic scenario for introducing the free-energy landscape, the
strong inhomogeneity scenario is expected to have a direct consequence on the order param-
eter competitions in the key length scales. This effect has been recently reported for SmTe3 sys-
tem [201], but the phenomenon has been discussed earlier for TbTe3 [200]. The authors posited
that the excitation intensity gradient may lead to phase separation along the slab making the do-
main wall formation between the highly excited region and below. The domain wall formation
is said to have helped stabilize the formation of inverse order parameters which were recently
hinted also in other TMDC systems [202–205].

We now discuss how the pump-inhomogeneity-driven dynamics affect the dynamical order
parameter measurements. It may be now apparent that employing a reasonably thin or small
volume specimen will present a better chance to investigate the delicate nonequilibrium critical
dynamics. The homogeneous initial condition in the pump profile allows the volume- integrated
scattering intensity profile to reveal the true statistics of the nonequilibrium phases in the
transient evolution of the state. In contrast, while the surface sensitive probe also samples a
relatively homogeneous region, the dispersion effect is less well-defined with the diffusion effects
present in nearly all the time. This energy dissipation from the surfaces however might help
reduce the bath temperatures in the region that couples to the light-induced state. The study
of CeTe3 suggests this may lead to a slower decay of the transiently induced hidden phase [23].
In general, σn sets a limit on the ability to characterize the width of the phase transition curves
and the critical thresholds which are crucial for modeling the nonequilibrium phase transitions
as discussed earlier. In addition, the 3TDM investigation here shows that to cross-correlate the
results from the different types of measurements, the empirically derived critical thresholds will
need to be adjusted to consider the excitation profile differences. Such differences are likely to
play a role in properly assigning the optical doping concentration in Figures 10d–f.

Two different possibilities of additional phase control might result from the pump-induced
inhomogeneity. Forming domain walls between competing broken-symmetry phases is one of
them. The second control could be the strain effect introduced by the dynamical inhomogeneity,
which will be most dominant in a system where different morphologies or lattice structures are
created during the phase transition. Such effect could be mediated by the interlayer couplings in
layered quantum materials.

6.4. UEM experiments

The ultrafast electron microscopy provides a unified setting to probe the order parameter dy-
namics in both the real space and momentum space. This can potentially address the ques-
tions concerning inhomogeneities both in terms of the sample as well as the pump setting as
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discussed earlier. Central to the multi-messenger approach is to cross-correlate the information
obtained about the same illuminated materials in spectral, imaging, and diffraction modalities.
Thus far, the discussion of nonequilibrium phase transition presumes a homogeneous dynamical
system—one that does not always occur as discussed earlier.

Transmission electron microscope (TEM) provides information of the microscopic features in
greater detail than optical approaches. Such information is highly valuable in cross-examining
the results provided through spectroscopic or diffraction approaches that typically integrate sig-
nals across the region of the entire probe. Unpacking site-specific information requires adjust-
ing only the post-specimen imaging optics of the TEM [143,214], which, when switched from the
diffraction setting to imaging, offers a direct view of the dynamical system in exactly the same
pump and probe conditions at the sample plane.

There are multiple ways with which the imaging contrast can be created under a TEM. In
Figure 12a we present the typical exfoliated sample images of TaS2 obtained using the ultrafast
electron microscope. The image is obtained in the so-called bright-field mode in which an
aperture at the back focal plane of the objective lens (the diffraction plane) passing only the
unscattered beam to form the image [215]. In this geometry, the mass-thickness determines the
baseline of the intensity level—e.g. see the thinner film at the edge and the small debris left on
top of the film are respectively lighter and darker than the general area of the 40 nm film. But even
with the same film thickness, the diffraction effect produces fringes, so-called bend contour, from
the sample curvature [215].

The diffraction-mediated contrast is sensitive to the inclination of the sample relative to the
beam. At the regions of the bright or dark fringes, selected by a tilt angle, the diffraction contrast
is enhanced drastically [215]. This is utilized to measure the acoustic waves created as a side
product of the laser excitation. The waves traveling back and forth between the front and the
back surfaces form a standing wave pattern modulating the sample thickness [216–223]. At the
level of exciting density-wave phase transition (∼1 mJ/cm2 in fluence), the lattice acoustic wave
amplitude is expected to be less than 1% of the lattice constant based on heating [146, 224, 225].
However, the intensity modulation from the bend fringes can achieve resolution better than
0.01%, serving as a powerful way to resolve the out-of-plane dynamics.

The dynamical contrast based on the oscillation frequency can offer a measurement of sample
thickness to the precision of mono-stacking layer [217, 222]. This is shown in comparing the
results from different regions, marked in A, B, C, and D in Figure 12c; here in the region B the
film oscillates in the direction opposite to that of the regions A, C, D. Taking the oscillation out to
400 ps, the oscillation from region D is slightly out of sync with the rest. From the phase difference,
one can determine the delay of 6 ps being developed and gives a local film thickness of 0.59 nm
(one Ta layer; Figure 7) higher than the other areas.

Of particular interest is to compare the out-of-plane crystal oscillation with the photoinduced
CDW order parameter dynamics, which one obtains by switching to the diffraction mode, as
shown in Figure 12b. Both experiments are conducted under the same sample pump conditions
(the ∼1 mJ/cm2, 50 fs near-infrared pulse illumination in nearly normal incidence at the rep-
etition rate of 1 kHz). It is interesting to see the two dynamics decouple from each other. The
CDW order parameter responds to the laser quench within the first 500 fs, and yet it takes more
than 5 ps for the acoustic wave amplitude to start building up. The results here show there is no
impulsively driven strain wave created over the first few ps, which is anticipated due to the fact
that the in-plane heating, which is much more effective here, is largely homogeneous across the
layer as predicted for the 45 nm film (Figure 11). Furthermore, the slow onset and the persistent
oscillation of the out-of-plane mode and the absence of such signatures from the CDW order
parameter dynamics indicates that the light-induced phase transition behavior is largely a 2D
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Figure 12. Ultrafast electron microscopy investigation of 1T-TaS2 thin film. (a) The bright-
field image (BFI) of the TaS2 thin film taken under the UEM in full and difference images.
The full image is taken at t =−20 ps; while the difference image is taken by subtracting the
negative-time full image with one obtained at t = 15.5 ps. (b) The BFI intensity oscillation
versus the CDW satellite intensity evolution in the first 20 ps upon applying 1.5 mJ/cm2

near-infrared laser pulse. (c) BFI intensity oscillations at selected regions of the image (see
(a)). Region A, B and C have the same time period (T ) of 27.20 ± 0.05 ps. A and B are out
of phase. Area D has a slightly different time period 27.60 ± 0.08 ps, which is 1.5% higher
than the other areas. After 14 cycles of oscillation, we can see a clear offset from area D.
The longitudinal speed of sound along the c-axis is v ≈ 3 nm/ps [54, 227]. The sample
thickness can be estimated by d = vT /2 ≈ 40 nm. The 1.5% difference in the time periods
gives ∼0.59 nm difference in thickness, which is almost exactly 1 van der Walls layer of TaS2.

phenomenon—although one fully expects the 3D structural relaxation [225, 226] will take place
when the new 2D structure motif is established and the system thermalizes eventually.

6.5. Light-induced states in strained vanadium dioxide nanocrystals

Vanadium dioxide is a prototypical phase change material in which a strong metal-to-insulator
transition (MIT) occurs near room temperature (TM = 68 °C) [228, 229], making it a subject of
strong interests in applied fields [230, 231]. In MIT, distinct changes in the lattice symmetry
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Figure 13. VO2 structure phase diagram. (a) The schematic phase diagram of VO2. The lay-
out of the structures highlights the vanadium atom distortions in the A and B sublattice
chains (oxygen atoms are omitted). The shaded areas represent the unit cell. (b) The two
types of structural distortions up and ut along sublattice chains couple to form the struc-
tural order parameters η1 and η3 for describing phase transitions between R to different
broken-symmetry phases [229, 249].

from rutile to monoclinic are involved. The equilibrium temperature-stress/temperature-doping
phase diagram involving a triple critical point [232–234] between the rutile (R) and the two
monoclinic phases (M1 and M2) is depicted in Figure 13a. However, decoupling phenomena
between MIT and structure phase transition (SPT) have also been reported in scenarios with
additional stimulation by light [235, 236], or applications of external field or current [237], as well
as under strain [238, 239] or driven by the interfacial carrier doping [240, 241]. These unexpected
complex phase change behaviors casted in doubt the conventional wisdom of MIT based on a
simple extension of the Peierls [242] or Mott [243] physics, but rather a picture where both Peierls
and Mott physics are involved, referred to as Peierls–Mott or Mott–Peierls mechanism [244–248].

The VO2 SPT, which intimately couples to different types of MIT, can be described over the
two types of antiferroic structural distortion along cR [251]: up, longitudinal V shift (∼0.14 Å)
forming V–V pairs and ut, transverse V shift (∼0.18 Å) twisting the V–V chain away from cR [229];
see Figure 13b separately in red and green dots representing the movements. Empirical data have
suggested that these two types of distortions are not independent. Two degenerate representa-
tions involving the coupled up and ut distortion occurring separately in two sub-lattice chains
(A and B) are outlined in Figure 14b as η1 and η3 (following the convention used in Ref. [249])
where up and ut are located in the orthogonal (110)R and (11̄0)R planes of the rutile structure.
Alternatively, one may also consider η2 and η4 where the sequence of up and ut in the orthogonal
(110)R and (11̄0)R planes are switched. However, only one such a pair is required to construct the
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Figure 14. VO2 structure phase diagram. (a) The diffraction curves modelled after different
VO2 phases and the corresponding diffraction difference map highlighting the change in
intensities relative to the unpumped M1 phase (t < 0). (b) The empirical energy density
(∆H)—temperature (Tb) and photon density (nλ)—temperature (Tb) phase diagrams for
VO2 phase transitions obtained under two different pumping wavelengths. (c) Selected
diffraction evolution at the short time. (d) The (402̄)M diffraction evolution at a longer
time showing a cross-over behavior. (e) Schematic free-energy changes that drive a non-
straightforward path from M1 to R state. The intermediate structure domain is that of the
M2, but not exact; hence noted as M∗

2 . (f) The structure pathway under the hole doping,
involving M2. Panels a–e are adapted with permission from Ref. [250].
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Landau–Ginzburg free-energy density functional for VO2 written as [249]:

f = a

2
(T −TM )

∑
i
η2

i +
1

4

∑
i , j

bi jη
2
i η

2
j +

1

6

∑
i , j

di jη
2
i η

4
j (35)

where the 4 known stable phases can be identified as the local minimum states with the coor-
dinates of the free-energy basins at (0,0) for R, (η,η) for M1, (η,0) for M2, and (η,η′) for T (tri-
clinic phase) [249]. In this representation, M2 state, considered as an intermediate between R
and M1 [234, 252] under hole doping or tensile stress (Figure 14a) can transform continuously to
M1 or R—by simply a progressive η3 or η1 distortion, respectively [229, 249].

These structural distortions may be linked to the electronic changes at the MIT. The ut shift
destabilizes the π∗ state and provokes an interband charge transfer from π∗ to the quasi-1D
d// band, which becomes half-filled and can then trigger the Peierls instability to open up an
insulating gap through the V–V pairing (up) in the M1 state [228]. However, electron–electron
correlations may not be ignored in this scenario [243, 252]. The NMR studies have found that the
electron gas in the metallic rutile state is weakly correlated, while the electrons are localized in
the dimerized V–V chains in M1 [234].

Given that VO2 also exhibits key characteristics of electron-lattice-coupled competitions
found in RTe3 and TaS2, it is intriguing to ask if there will be a light-induced metastable state
whose properties are unlike any known thermodynamic phase of VO2? Before addressing this,
we first note that recent advances from ultrafast measurements have provided rich literature
to cast light on the microscopic mechanism of phase transition induced by light excitations.
The ultrafast transient electron dynamics investigated by optical [253–255], THz [256–258] and,
trARPES [259, 260] generally suggested a more rapid collapse of the band gap when compared to
the structure transformations, which were investigated by the diffraction techniques [235, 250,
261–263]. In addition, the transition thresholds as identified by various spectroscopy techniques
were found to be smaller than those of the diffraction approaches [250]. These results were taken
as indicators that IMT and SPT are decoupled in light-induced phase transitions. However, a re-
cent re-examination of relevant ultrafast spectroscopic measurements has called into question
some of the early claims, citing the differences in the pump–probe repetition rates and sample
settings as the causes for discrepancies [120]. These issues remain unsettled and remind us of the
challenging topics related to the cross-examinations. At the heart of the debates are not simply
the nonequilibrium physics from the Peierls distortions versus the electron correlations [228,229]
but also the issues pertaining to the sample conditions [231,264], such as the strain, disorder, and
interfaces that all play a role in the photoinduced phase transitions.

Here, we give a simple phenomenological nonequilibrium model that might unify the under-
standing of different recent results from UED, trARPES, and optical measurements. It is based on
the impulse-adiabatic free-energy evolution picture as one gives to understand the phase tran-
sition of the density wave systems. Upon ultrafast laser excitation, a transient free-energy sur-
face is created in which the M1 structure is no longer the lowest energy basin [249]. Here, the
monoclinic phase of VO2 is characterized by two effective distortive parameters: the twisting an-
gle ϕ and pairing displacement δ (Figure 13b), which can be directly deduced by analyzing the
powder diffraction of VO2 in the UED experiments. The trajectory of the two distortive parame-
ters which are linked to η1 and η3 (Figure 13b) can map the phase transition over the new land-
scape. Because the eventual R phase has an energy basin where both η1 and η3 are zero [234,249],
the relative dynamics of the transient state can be described on the new free-energy surface as
symmetry-recovery by melting the two order parameters—simultaneously or sequentially.

The impulse-driven new energy landscape mediating the phase evolution is justified from
the initial rapid suppression of the distortive symmetry-breaking parameters. The events have
been recorded by the UED experiments [235, 250, 261], which show the static amplitude of
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the pairing disappears within the first 300 fs of applying laser pulses beyond a threshold Eth.
Meanwhile, trARPES has reported the Mott–Hubbard gap collapses on an even shorter timescale
(<100 fs) [255, 259, 265], which is understood as driven by the photocarrier doping [255, 265] to
both the localized bonding and nonbonding orbitals [265]. Below the threshold dose, the laser
excitation typically leads to coherent gap dynamics at 6 THz, observed by the transient THz
conductivity [256–258] and optical reflectivity measurements [254, 255]. This coherent phonon
signature is effectively the amplitude mode and has been successfully employed as a marker
for monitoring the presence of the M1 order [254, 255]. The density functional theory (DFT)
calculation [265] puts an optical doping density at 1021 e–h pairs/cm3 that is needed to entirely
soften the landscape supporting the experimental findings.

The DFT found that the characteristic pretransition 6 THz coherent phonon generation upon
optical excitation is tied to the perturbative change of the free energy of the monoclinic phase,
induced by hole carrier doping of the Mott phase. The V-shift associated with this displacive
mode is in the monoclinic bM–cM plane, which is the (01̄1)R plane of the rutile structure [265].
Therefore, there is no obvious route to continuously change the M1 phase to the R phase through
rectifying the coherent distortive mode excited by hole-doping. Additional (transverse) modes
have to be involved as well due to the nonzero contributions from the distortive components,
i.e., up and ut, of the order parameters out of the (01̄1)R plane.

We now consider the role of sample settings. The hidden 1D characteristics of VO2 phases
give a very prominent lattice constant changes along the crystalline cR direction during the
symmetry-breaking phase transition. End-clamping the VO2 nanobeams, grown along cR, upon
cooling from the R phase is equivalent to applying tensile stress, which is known to induce the
intermediate M2 phase [234,249,252]. This occurs because applying tensile stress or hole doping
tips the balance of the cooperative symmetry-breaking between η1 and η3, which is maintained
during the thermal R–M1 transition under ambient pressure. On the other hand, in studying
ultrafast VO2 phase transition the stress is transiently induced by the rapid heating across TM

where the lattice expands disruptively. Stress relief is a key step involved in the transition between
M1 and R phases [263]. This calls into consideration of the feedback effect from the internal
pressure created during phase evolution on the external control parameter. Crystal cracking upon
rapid heating has also been a well-known problem [266] in studying bulk or epitaxially grown
materials in the pump–probe studies [25]. To remediate these effects, employing free-standing
nanobeams or microbeams [267, 268] or small-volume [269] VO2 crystals can not only preserve
the intrinsic first-order transition characteristics but also maintain the integrity over repeated
experimental cycles without causing the sample to crack.

Taking the transient stress into account, Tao et al. conducted the UED experiments using
31 nm VO2 crystalline grains deposited on the non-epitaxial Si membrane (9 nm) [250]. The
sample excitation involves both 800 nm and 2000 nm laser pulses—a setting similar to the
study of the TaS2 system to verify the photodoping effect driving the nonequilibrium phase
transitions. The powder diffraction patterns of VO2 phase transitions are presented in Figure 14a.
The inhomogeneous crystalline grain size distribution leads to a dispersion effect manifested in
the line-broadening in the diffraction, which can be attributed to the surface-strain size effect.
Given the high sensitivity of VO2 phase transition to the strain, the size dispersion also leads
to a broadening of TM in the transition curves. The broadening effect is naturally extended to
the pump-induced state under both pump wavelengths; see Figure 14b for the transition curves
taken based on the diminishments of the monoclinic reflections, such as (302̄)M .

It was shown that a stable R phase can be introduced at the +150 ps time period by ultrafast
pulses of 800 nm and 2000 nm wavelengths, respectively. The transient phase transitions occur
despite that the calculated absorbed energy density is much lower than what is typically required
for thermodynamically heating up the crystal lattices from the base temperature (Tb) to TM ; see
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Figure 14b top panel. Similar to the case of TaS2 this nonthermal scenario is reconciled by joining
the scales for phase transition using the absorbed phonon density nλ rather than the deposited
energy ∆H for comparison; see Figure 14b bottom panel. Incidentally, the threshold behavior
set by the disappearance of the monoclinic features is at the level of 4× 1021 e–h pairs/cm3 at
low temperatures. This is in the range of what was presented for the carrier-doping-induced
collapse of the Mott–Hubbard gap—a proof that the applied photon dose would be sufficient
to transform the monoclinic free-energy surface despite of being sub-thermal, paving the way
for photoinduced phase transitions.

However, from the free-energy perspective the heating effect must also be considered, espe-
cially in this cooperative system where a strong shift in TM is known from applying pressure or
doping (Figure 13a). Hence, similar to the case of TaS2, the effective critical temperature T ∗

M for
the phase transition (34) could be downshifted by the photo-doping effect. This explains why a
lower laser dose is needed for the transition into R; whereas by the same reasoning, increasing Tb

shall also decrease the required laser dose—an effect observed in Figure 14b closer to TM .
For a sufficiently small crystalline specimen, one may argue that the system may self-manage

the elastic stress and favors a homogenous state to reduce the free-energy cost as the microbeam
experiments have repeatedly confirmed [231]. This makes the experiments by Tao et al. [250]
interesting with regard to the dynamics of stress relief [263] and its implication for the pho-
toinduced phase transition. There is a better chance of seeing a more stable free-energy basin
or saddle point from the order parameter dynamics if the pump fluence is placed just above
the critical threshold. This allows the relaxation dynamics to map the intermediate landscape
with less heating-related blurring induced by coupling to the stochastic bath set up by laser
pumping. The chosen fluences in the comparative experiments are set at 20% above the mean
threshold, corresponding to the two sigmas of the transition window (Figures 14a, c, d) for two
wavelengths.

The line-scan data of the raw diffraction images with the pre-pumped state pattern subtracted
(diffraction difference image) to show the pump-induced state evolution are depicted in Fig-
ure 14a as the color map. The general trend of ultrafast evolution of the multi-step changes in the
representative group of symmetry-breaking and recovery Bragg peaks are shown (see the down-
ward moving and up-warding moving raw peak intensities respectively in Figure 14c where an
initial sub-ps decrease of diffuse background offsets the scale), which, in a broad stroke, are quite
similar to the other UED investigations of systems with larger grain sizes [236] or single crys-
tals [261]. Here, the universal collapse in intensities of pairing-related peaks and a slower increase
in intensities of the higher symmetry peaks of the rutile state are quite pronounced. We take these
signals as an evidence showing the route from the initial state of M1 to the eventual state of R is
not direct. This reminds us of the same phenomenology in the previous two systems where we
also see the interaction quench leads to a different order-parameter basin or saddle point before
turning toward that of the eventual state.

The gentler quench (here for 800 nm it is at ∼8.5 mJ/cm2, which is 2–5 times smaller than the
deep quench investigations [236,259,270]) does give more details of the trajectory reflecting order
parameter evolution immediately following the intensity drop of the low-symmetry peaks; here a
slower second decay in intensities appears on a similar time scale to the rise of the high-symmetry
Bragg peaks after their delayed onset. However, the high-symmetry groups will continue to
evolve. On this longer evolution (Figure 14d), the behaviors from the two different excitations
will diverge after 10 ps where the higher photon energy pulse leads to a quicker turning over in
the (402̄)M (a high-low symmetry mixed peak; see Figure 14d) dynamics to settle on a more even
level characteristic of the R phase than the trajectory taken by the 2000 nm case.

An acoustic modulation of the peak intensity characteristic of the breathing mode of the
nanoparticles was also identified driven by impulsive heating on the ps timescale (Figure 15d).

C. R. Physique — 2021, 22, n S2, 15-73



58 Xiaoyi Sun et al.

Figure 15. Performance of UED/UEM instrumentation. The data are extracted from the
recent literatures of the photoemission keV DC gun UED and UEM with [87, 88, 91, 92] and
without [83, 92, 95–97, 99, 100, 102–104, 107] pulse compression and the MeV RF gun UED
systems [81, 82, 85, 86, 90, 98, 205]. The Te,0 represents the source effective temperature, a
property of the energy spread in the cathode region.

The frequency changes evidence a shift in the elastic speed of sound from one characteristic of
the monoclinic phase to the slower one of the rutile phase, occurring interestingly on roughly
the same timescale as the (402̄)M intensity changes. These results seem to indicate that the
acoustic potential of the broken-symmetry state only changes into that of the melted phase after
the transient stress is released, as unveiled by acoustic modulations. The less distinct turning
over behavior under the 800 nm excitation leads one to believe the transient state characteristics
would be even less distinct if a higher excitation fluence were applied. An increase in the diffuse
background observed here is consistent with more heat being generated by the 800 nm pulses.
The transient heating, while largely impacting the system after the impulse period, will modify
the adiabatic free-energy surface with an increased base temperature along the path that makes
the trajectory more like the thermodynamic one with a larger stochastic blurring effect; see the
deep quench scenario (F À Fc ) in Figure 14e. The recent ultrafast thermal diffuse scattering
studies of VO2 phase transition under a deep quench have shown the transition pathway to be
largely stochastically driven [270].
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As the photo-doping effect is involved, it is intriguing to consider the role of the M2 known
to be introduced under a moderate level of hole doping. However, more excessive hole doping
will drive the system eventually to the R phase where the M2 state may pose as a saddle point.
A simple structural model based on the homogeneous system evolution suggests this is a more
likely scenario. The structural model applies a continuous change in (ϕ, δ) to fit the experimental
results with the coordinates of the M1 phase as the starting point, as presented in Figure 14e.
Unsurprisingly, the data cannot be reconciled with a direct path from M1 to R [250]. The best fit
to the results requires the two sub-lattice to act differently as is the case of the M1–M2 transition
where only one order parameter (η3) is to be melted. The short period of metastability and limited
gains in strength signifies that the lattice instabilities normally associated with the M2 symmetry
are gaining, but it is unlikely to be consolidated into a long-range order. The digression into the
M2 structural domain is simply because, when induced, the M2 basin/saddle point is closer to
the initial ground state than the R basin on the free-energy surface. To further transition into R,
the additional order parameter (η1) needs to be melted. This situation occurs, as indicated by the
findings, as an energetically more favorable path after the system has entered the domain of M2

but not before.
One cannot rule out yet other vestigial orders, as predicted by the free-energy equation

with all four independent order parameters considered [249] may be involved. However, the
gateway picture proposed here based on a non-straightforward order parameter trajectory is
different from an isostructural solution identified as a monoclinic metallic phase [236,262]. Some
modification of the structure distortion prototypical to M1 might still contribute to the difference
map (Figure 15a) as the low-frequency background. Future more precise experiments allowing a
better momentum resolution to distill out different symmetry-breaking contributions shall help
address this topic.

7. Summary and future perspectives

In this topical review, we discussed a set of results that provide important insights into ultra-
fast nonthermal control of quantum materials, in particular, the photoinduced phase transitions
to thermodynamically inaccessible states by ultrashort optical excitation in RTe3, TaS2 and VO2.
Here, one utilizes light to shift the electronic interactions, break or restore the crystal symme-
tries to change the balance between competing phases to stabilize novel quantum phases out
of equilibrium. Their nonequilibrium behaviors as probed by ultrafast electron scattering have
revealed the interplays between the co-control parameters introduced by the pump responsible
for the free energy: the local effective temperature and the interaction quench. Useful concepts in
conjunction with the Landau–Ginzburg paradigm of description, such as the nonthermal critical
point and the local effective temperatures, are introduced to facilitate the understanding of both
the heating and interaction effects necessarily to account for the observed evolution of the order-
parameter dynamics. In order to realize robust ultrafast control of nonthermal states, the stud-
ies here show it is desirable to minimize energy absorption while promoting a controlled mod-
ification of the free-energy landscape through different frequency optical quench. The studies
also unveil the need for understanding the role of dissipation and properly considering pump in-
homogeneity to reach a cross-platform understanding of ultrafast nonthermal controls reported
using different pump–probe experimental settings.

As the present paper focuses on the quench dynamics and the relevant nonequilibrium
landscape for their description, we intentionally leave out key fields of photoinduced phase
transitions mediated by different pump schemes; other nonequilibrium routes to stabilize novel
phases of matter include nonlinear phononics and Floquet control under periodic driving; e.g.,
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see recent reviews [271, 272]. In these studies, instead of driving the system through above-the-
gap carrier excitations by applying brief high-frequency photons, lower-energy or off-resonance
laser fields are preferred to avoid excessive absorption. Furthermore, exploring nonequilibrium
universities under a soft quench to the proximities of the nonthermal critical point shall reveal
the salient features of the transient energy landscape inaccessible at equilibrium. These topics
are ripe for future investigations.

The experiments discussed above demonstrate how the advance of ultrashort electron pulses
into brighter and more coherent territories will have a far-reaching impact on nonequilibrium
quantum material sciences. While the FEL-based X-ray sources, including the latest development
of seeded FEL, will remain the ultimate powerhouse for achieving high resolutions, the ultrafast
high-brightness electron sources will revolutionize the research on mesoscopic sciences with
integrated multi-messenger approaches. Given the high-brightness electron source and FEL
ultrafast instrumentation share many core technologies, such as the precise synchronization
between the source and the pump optical fields, the RF accelerator and optical controls, and
the detector technologies, the two fields will likely advance together. Indeed, the transformation
from integrating the RF accelerator technologies into the UED and the next-generation UEM
instrumentation has been tremendous. From the source brightness perspective, the utilities
of the electron sources, while still technically challenging to implement to the fullest, remain
largely under-explored. This is evident in comparing the performances of UED and UEM plotted
in terms of time resolution (∆tpp ) and particle numbers in Figure 15, summarized from the
recent literatures. Here the comparisons are hard to be precise given the broad varieties of
system configurations. Nonetheless, for a given type of instrument the trends that ∆tpp largely
follows the N 1/2

e,0 as discussed in ML-FMM are quite clear. This gives some confidence in giving
projections on the future faces of the technologies with the knowledge from the ML-FMM
simulations.

With the mesoscopic material applications in mind, the future of ultrafast electron sciences
shall lie in the high-flux regime with potentially the ability to conduct single-shot experiments.
This is because the intrinsic high electron scattering cross-section sets a relatively low bar of the
required Ne,0 of 106–108 (based on applications), which are accessible by both the photoemission
DC and RF guns at their respective virtual cathode limit of emission. The implementation of pulse
compression schemes easily boosted the temporal resolution into sub-ps regimes at such high-
flux limits; see Figure 15. However, we want to emphasize that in both types of instrumentation,
the current levels of performance are strongly influenced by the RF system and the beamline
(both optical and electron) stabilities that affect the arrival time and the precision of the time
and energy focusing at the samples. The performance can be further improved by a factor
of 10 before reaching the physical limits set by the beam brightness. With complete control
of the electron pulse parameters under advanced compression and streaking schemes, it is
possible to obtain pulses with few femtosecond durations with MeV RF UED system and few
tens of fs for the keV DC gun systems, operating near the virtual cathode limit. Clearly, the
facility-based MeV UED systems will ultimately be the prime options for most dose-hungry
and high-temporal-resolution-prone experiments, and likely rival many FEL-type experiments
in these directions in the years to come. Putting the ultimate temporal resolution and dose
aside, the keV DC gun system, however, will excel in the momentum and energy resolutions.
Armed with the matured technologies developed for the current electron microscopes at the
familiar beam energy scale, we envision in the decade ahead, a major push will be in obtaining
robust resolutions for a true multi-messenger approach that combines diffraction, imaging, and
spectroscopy under a single platform. To reach the resolution limits set by the source brightness
of the DC-gun designs (.50 fs, .1 nm, and .100 meV levels close to the virtual cathode limit
respectively), the development of ingenious schemes to integrate beam stabilization, pump–
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probe synchronization and implementing suitable electron optics/detector technologies will be
the main focus.
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Appendix A. Three-temperature diffusion model (3TDM) calculation

The 3TDM considers the microscopic energy relaxations following the electronic laser quench
in the quantum materials. This model extends on the conventional three-temperature model
(3TM) [13, 109–112], where one typically assumes the absorbed photon energy is deposited into
the electronic sub-system and internally thermalizes instantaneously. The subsequent relaxation
involves energy transfer from the electrons to a subset of phonons strongly coupled to the initial
electronic excitation, referred to as strongly coupled phonons (SCP), and also to the rest of the
lattice modes that are less efficiently coupled, referred to as weakly coupled phonons (WCP). The
dynamics of energy relaxation are described by a set of coupled differential equations with the
local temperature Ti and specific heat Ci prescribed to each subsystem. In the simplest form of
3TM without considering the diffusion effects, one may write the coupled rate equation Ci∂t Ti =
−Gi− j (Ti −T j )−Gi−k (Ti −Tk ), where Gi− j is the coupling constant between the subsystems i and
j . In this picture, the characteristic timescale for energy transfer (i → j ) is given by: τ−1

i j =Gi− j /Ci .
Hence, a larger specific heat typically slows down the dynamics of energy transfer from the
subsystem. This schematic three-temperature model is given in Figure A16 where the extent of
partition of specific heat between the SCP and WCP is given by the fraction α.

However, such a model is not complete for an inhomogeneous system driven also by the
diffusion effects. This is exemplified in the trARPES and the grazing incidence X-ray diffraction
experiments conducted predominantly over the surface regions where the energy dissipation
into the bulk interior is important for considering the nonequilibrium phase transition. To this
end, the 3TDM considers the non-Fourier thermal diffusion of carriers and phonons [211]. The
full description of the 3TDM is given in Ref. [212]. Here, we apply the 3DTM to give key predictions
about the dynamical behaviors involving different sample thickness settings typical for the UED
and trARPES experiments. The calculation is based on a near-infrared (800 nm) pump pulse with
a duration of 50 fs at 45° incidence and S-polarization.

The goal here is to illustrate how varying the excitations in the materials (based on solving the
Maxwell equation; see Section 6.3) may lead to drastically different nonequilibrium temperature
relaxation profile in two different thin films (45 and 150 nm). The results will impact the evolution
of the developed nonequilibrium phases therein, which are probed by UED and trARPES. For
establishing a common baseline, the detailed Te (t ) dataset made available recently by trARPES
on 1T-TaSe2 is employed as the target for refining the 3TDM model. The key parameters that
reproduce the dynamics are given in Table A1. Here, the model considers 150 nm and the
Te (t ; z = 0) is calculated to reproduce the data; see Figure A16. Given the three-way dynamical
couplings, it is generally difficult to directly isolate the relaxation times from the data, but
based on the refined 3TDM parameters and τ−1

i j = Gi− j /Ci , we may give nominal values of
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Figure A16. The effective temperature calculations based on the three-temperature diffu-
sion model. (a) The schematic picture of the three-temperature model with the initial ex-
citation energy from laser first stored in the electronic subsystem, then transferred to the
lattice subsystem which is sub-divided into two types of phonon manifolds (SCP and WCP)
due to the coupling hierarchy. (b) The temperatures obtained for different subsystems using
the three-temperature diffusion model (3TDM) in thin film geometry [212]. The 3TDM cal-
culates the surface electronic temperature evolution, Te (t ) in solid blue line, for 1T-TaSe2 at
0.69 mJ/cm2 and compared with the data (light blue dots) taken from the trARPES (see Sup-
plementary Materials from Ref. [174]). The parameters used in the calculations are listed in
Table A1. Alternatively, under the same pump condition, 〈Ti (t )〉 are obtained for a 45 nm
1T-TaS2 thin film with the bracket denoting averaging, relevant to the study by the ultrafast
scattering techniques; see text for discussion.

τel-SCP = 0.5 ps, τel-WCP = 1.8 ps, and τSCP–WCP = 40 ps, which are in general agreements with
the reports of electron-phonon coupling times of 0.5–4 ps for these systems [18, 19, 187–191].
The same calculation is then conducted for the 45 nm film, whereas discussed in Section 6.3,
and a significantly more homogenous profile can be obtained due to the interference effect.
With the UED experiments in mind, here we give the temperatures (noted in bracket) averaged
over the entire slab. The lattice temperature is calculated as Tlattice =αTSCP + (1−α)TWCP, where
α = 0.1 is determined from fitting. The time and depth-dependent temperature profiles for the
two different films are given in Figures 11b and c.

To consider the temperature profile away from surface regions, the out-of-plane electron
thermal conductivity Ke plays an important role. The nominal value used in the simulation
is derived from the out-of-plane resistivity ρ⊥ = 1.0× 10−5 Ω·m but the reported value for ρ⊥
differed by an order of magnitude in different measurement geometries; see Refs [274] and [275].
The impact of different ρ⊥ on the excited material temperature profile is evaluated for the 150 nm
film. Increasing Ke by 10 (ρ⊥ = 1.0×10−6 Ω·m), theσn calculated for Te decreases by 40% whereas
decreasing Ke by 10 (ρ⊥ = 1.0× 10−4 Ω·m), σ for Tlattice increases by 20%. The impacts on the
lattice temperature track generally with Te changes. These calculations are taken at 4 ps when
Te and Tlattice reach a fair level of thermalization. The calculation here shows that the different
ρ⊥ values reported in the literature have some effects on the pump inhomogeneity profile.
In general, reducing ρ⊥ will lead to a higher homogeneity in the temperature profiles. This is
relevant as one generally expects that ρ⊥ will be smaller in the pumped state—a phenomenon
that should be resolvable by studying long-time relaxation dynamics with the help of 3TDM
modeling.
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Table A1. Parameters for three-temperature diffusion model

Name Meaning Parameters used for 1T-TaS2

Ce = γTe Electron heat capacity γ= 12.96 J·m−3·K−2 (Ref. [273])
τe Electron relaxation time 0.2 ps (Ref. [213])

Ke = LrtzTe
ρ⊥

a
Out-of-plane electron thermal con-
ductivity

ρ⊥ = 1.0×10−5 Ωm (Refs [274] and [275])

Kl
b Out-of-plane lattice thermal con-

ductivity
0.5 (W·m−1·K−1) (Refs [274] and [276])

Ctot Total nuclear heat capacity 1.85×106 (J·m−3·K−1) (Ref. [189])
α Strongly coupled phonon fraction 0.1 (Ref. [212])

Gel-SCP Coupling constant between electron
and strongly coupled phonons

2.5×1016 W·m−3·K−1

Gel-WCP Coupling constant between electron
and weakly coupled phonons

1.0×1014 W·m−3·K−1

GSCP–WCP Coupling constant between strongly
coupled phonons and weakly cou-
pled phonons

6.0×1016 W·m−3·K−1

a The calculation of electronic thermal conductivity follows the Wiedemann-Franz law. Lrtz
is the Lorentz number, and Lrtz = 2.44×10−8 W·K−2.
b The out-of-plane lattice thermal conductivity is taken to be 1/10 of the in-plane value
reported in Ref. [276], based on the understanding that the two typically differs by an order
of magnitude [274].
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1. Introduction

In order to gain a deeper understanding into how physical, chemical and biological processes
work at the atomic level, it is important to know how the structure evolves as a function of time.
Whereas static structures can often be determined with laboratory X-ray sources, structural char-
acterization of short-lived intermediates requires short, high-intensity X-ray pulses from syn-
chrotrons or Free Electron Lasers (XFEL). Examples of the time and length scales that have been
studied with short X-ray and laser pulses are shown in Figure 1. These processes span 18 orders of
magnitude in time, from attoseconds to seconds. The time scale of a given process is intimately
linked to the length scale. For example, conformational changes in proteins evolve on the mi-
crosecond to millisecond time scale whereas structural changes in small molecules, bond break-
age/formation, isomerisation and electron transfer, span from femtoseconds to nanoseconds.
The primary time scale in chemistry is governed by the vibrational period of bonded atoms, with
higher Z atoms having longer vibrational periods [1]. For example, the oscillation period in the
ground states of H2 and I2 are 10 fs and 156 fs, respectively. Structural changes in molecules prop-
agate at the speed of sound, typically 1000 m/s, which corresponds to 100 fs/Å.

The femtosecond time scale became accessible with the advent of ultrafast lasers in the 1980s
and spawned the field of femtochemistry. For filming molecular reactions by optical absorption
spectroscopy and electron diffraction, the Nobel Prize in Chemistry was awarded to Zewail in
1999 [2, 3]. This work was made possible by the development of chirped-pulse amplification, in
which a weak femtosecond optical pulse is stretched before amplification to high energy levels,
and then recompressed back to its original pulse duration. Prior to this innovation, for which
Gerard Mourou from Ecole Polytechnique in France was awarded the Nobel Prize in Physics in
2019, the pulse energy achievable with ultrashort pulses was severely limited by nonlinear optical
processes that would otherwise destroy the gain medium. The ability to amplify femtosecond
pulses to high energy levels is critically important for laser/X-ray experiments that often require
high pulse energies at specific wavelengths to produce a detectable signal [4].

The time resolution at synchrotrons and XFELs is ultimately limited by the X-ray pulse length,
which is 100 ps for synchrotrons and 10–100 fs for XFELs. The longer duration of synchrotron
pulses is a consequence of the spread in energy in the electron bunch that arises from random
emission of radiation in the bending magnets of the ring. In linear accelerators, the electrons are
accelerated without emission and the electron bunch can therefore be very small in space and
short in time.

The signal from short pulses is usually not resolved by detectors and the fastest time resolution
can only be obtained by the pump–probe method. In a laser/X-ray pump–probe experiment,
the system is initiated rapidly and uniformly by a short laser pulse, which triggers a structural
or electronic change and a delayed X-ray pulse probes the evolution. By varying the delay, the
process is probed or filmed by a series of snapshots that can be stitched together into a movie.
The instrumental time resolution is the convolution of the X-ray and laser pulse lengths and their
relative jitter. The pump–probe principle is shown in Figure 2.

The present manuscript is organised as follows. First, we briefly describe the European Syn-
chrotron Radiation Facility (ESRF) in Grenoble, where the first picosecond X-ray experiments
were performed in 1994. This is followed by a short presentation of the Extremely Bright Source
(EBS) upgrade of the ESRF to a nearly diffraction limited source that was completed in January
2020. The pulse intensity and spectral bandwidth of the EBS beam and the potential for new ex-
periments will also be discussed. Then we’ll present some unpublished work from early pump
probe experiments at ESRF examining the dissociation and recombination dynamics of I2 in liq-
uid CCl4 and the dissociation of CO from Myoglobin studied by Laue diffraction that was the first
3D movie of a protein at work. The manuscript will finally mention a few XFEL experiments with
femtosecond resolution.
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Figure 1. Dynamic process and techniques. On time scales below 1 ms, the time resolution
is obtained by pump–probe with optical reaction initiation.

Figure 2. Pump and probe principle. The pump pulse (red) triggers a structural change that
is probed by a delayed X-ray pulse (blue). When the sample is refreshed between pulses, the
diffraction pattern arising from single pump–probe pairs can be accumulated on an area
detector to improve the signal to noise ratio. In femtosecond serial crystallography, the flux
is so high that diffraction patterns from single probe pulses can be indexed. The technique
is freed from radiation damage since diffraction is faster than radiation damage.

2. Pump probe experiments at ESRF

The European Synchrotron Radiation Facility (ESRF) was the first large synchrotron to produce
hard X-rays from undulators. It is a 6.0 GeV ring with a circumference of 844 m. With its sister
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Figure 3. European Synchrotron Radiation Facility (ESRF) in Grenoble (2020). The facility
is funded by 22 countries, employs 705 people (2021), and has 47 beamlines including col-
laborating research group beamlines (CRG). The seven-bend-achromat lattice was installed
during a 12-month shutdown in 2019 and opened for users in August 2020.

facilities in the USA and Japan, the APS at Argonne and SPring8 near Kyoto, these third-generation
synchrotrons have revolutionised X-ray science in fields from nuclear physics to cultural heritage.
This is due to the wide energy range, high radiation intensity, coherence and short pulses. The
ESRF has 47 beamlines, where 750 experiments are conducted with users per year. Beam time is
allocated in peer review competition. The ESRF is shown in Figure 3. The beamlines are highly
specialised with unique optics, sample environments and detectors. The facility was upgraded in
2014 with 6 long beamlines with nanometre focusing. The extended experimental hall for these
beamlines appears in the photo with the reddish roof.

In spite of the success of third-generation synchrotrons, the large horizontal emittance is an
obstacle for making smaller and more coherent beams. The ESRF storage ring was upgraded
in 2019 to become a diffraction-limited storage ring, the Extremely Bright Source (EBS). In the
EBS design, the maximum curvature in the bending sections in the ring is reduced by the use
of 7 closely spaced bending magnets rather than by two strongly deflecting electromagnets
in classical designs. The extended bend of the orbit reduces the energy loss to synchrotron
radiation making the electron beam more monochromatic, which reduces the spatial dispersion
everywhere in the ring. The current of the electron beam is kept constant at 200 mA by frequent
top-ups, typically every 10 min at present. The cross section of the electron beam is 76 ×
16 µm2 (H × V) in the insertion device sections (FWHM). The brilliance of the photon source
has increased by 30–100 depending on the photon energy. The EBS principle is shown in Figure 4
together with the U17 undulator spectra. The EBS pulse length is unchanged, for the time being
at least, at 100 ps (FWHM). For more details the reader is referred to the articles by Pantaleo
Raimondi, the ESRF accelerator director, who designed the lattice with his colleagues [5, 6].

As for the technology for pump–probe experiments at synchrotrons, the first issue to consider
is that the repetition rate of wavelength tuneable lasers is much lower that the X-ray pulse
frequency. The present picosecond laser on beamline ID09 runs at 1 kHz compared to the
synchrotron producing 5.7 MHz pulses in the 16-bunch mode. In practice, the X-ray frequency is
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Figure 4. Comparison of the original ESRF and upgraded EBS synchrotron. (a) Dispersion
of the electron beam passing through a bending magnet sector. The dispersion is reduced
by employing 7 bending magnets rather than by 2 strong ones used in the old design, which
results in a 30-fold reduction in horizontal emittance. (b) Beam profile of the EBS and ESRF
beam 27 m from the source (U17 undulator @ 15 keV). (c) Spectral intensity of the U17
undulator for the ESRF and EBS. The intensity is measured in a 0.5× 0.5 mm2 slits 27 m
from the source to show the gain in intensity in the centre of the beam. Many experiments
can be performed without a monochromator, which affords a very significant gain in flux.

lowered by mechanical choppers, which allow to isolate single pulses from special diluted filling
modes of the ring. The ID09 choppers reduce the average intensity (ph/s) on the sample by a
factor 5700. As a result, it is important to use the intense pink beam (∼100 W) whenever possible.
The intensity of the radiation increases with the magnetic field acting on the electrons and to
maximise the field, the magnets in the U17 undulator are inside the vacuum of the storage ring.
The bunch current is limited to 10 mA/bunch in 4-bunch mode due to the reduction in lifetime
at higher currents. The maximum flux from the U17 undulator is 1×1010 ph at 15 keV for a 10 mA
bunch with fully opened slits. At this setting the relative bandwidth δE/E is 4.0% which can be
used in small angle scattering experiments. If the slits are set to accept the central cone only, the
bandwidth is reduced to 2.0% with 1×109 ph/pulse.

One advantage of reducing the pulse frequency to 1 kHz is that a liquid sample can be
exchanged between pulses in a flow cell so that irreversible processes can be studied [7]. The
lower frequency also protects the sample from the damage of the full beam. In practice, the white
beam at ID09 is first chopped by a pre-chopper, the so called heatload chopper, into 36 µs pulses
at 1 kHz. These macro pulses are then chopped by a high-speed chopper (HSC) in front of the
sample. The rotor in the HSC is a flat triangle with two slits at the tips of one of the three edges.
The HSC opens for 265 ns, short enough for isolating a single pulse from the 4-bunch, 16-bunch
and hybrid mode. The isolation of a single pulse from the 16-bunch mode is shown in Figure 5.
The details of the chopper system are described by Cammarata et al. [8].

A typical sample environment for pump–probe liquid experiments is shown in Figure 6. The
1.2 ps laser pulse impinges on the sample 15° above the collimator pipe and the delayed 100 ps
X-ray pulse is guided to the sample inside a pipe to reduce air scattering. The diffracted signal
is recorded by a CCD detector (Rayonix MX170-HS). As mentioned, the pump-pulse frequency
for liquid experiments is 1 kHz, whereas experiments with solid samples run at lower frequencies
due to the heatload from the laser. In liquid experiments, the detector is exposed for 1–10 s before
readout, accumulating 1000–10000 X-ray pulses in the image. To extract the laser induced change,
the experiment is first done without laser or, better, at a negative delay, to keep the average
sample temperature constant. After azimuthal integration and scaling of the resulting 1D curves
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Figure 5. Chopper system on beamline ID09/ESRF. (a) The 16-bunch mode has 176 ns
between pulses. (b) To reduce the heat load on the optics, the beam is pre-chopped into
37 µs bursts of pulses at 1 kHz. (c) Single bunches from each burst are isolated by a
nanosecond chopper, which transmits a 1 kHz pulse train of ∼100 ps pulses.

Figure 6. (a) Flow cell used for wide-angle scattering on ID09/ESRF. The liquid solution is
injected in a capillary. It is then exposed to a 1.2 ps laser pulse followed by a delayed 100 ps
X-ray pulse (illustrated as a 30 mm long needle in the collimator). (b) Scattering patterns
from non-excited and excited solutions. The signal from the solute is superimposed on a
large solvent background in a ratio of ∼1:1000 in most cases. (c) Difference patterns for 3-
time delays in the iodine experiment in liquid CCl4 that is described below.

at high q near the edge of the detector, the difference curves are calculated. Only a fraction of the
solutes (or unit cells in a crystal) is excited due to the limited laser penetration or the finite pulse
energy that the liquid can tolerate. The shape of the difference curve dS(q) is independent of the
degree of excitation since the contribution from non-excited solutes (unit cells) cancels out in the
difference. This approximation, however, breaks down in the case of multiphoton absorption or
sequential absorption, in which case the laser fluence has to be reduced.

The spectra from ESRF and EBS are compared in Figure 4b. The spectra are measured through
a small primary slit 0.5×0.5 mm2 slit 27 m from the source. The gain in intensity from the EBS
is a factor 10. Additionally, the horizontal source size is 60 µmH, a 50% reduction compared
with the old synchrotron. The total intensity with fully opened slits is the same for the new
and old lattice. The line shape of the EBS fundamental is freed from the low-energy pedestal,
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a characteristic synchrotron feature caused by off-axis radiation from the more divergent electron
beam. The beam is focused by a Pd coated toroidal mirror to Ø25 µm. The incidence angle is
2.48 mrad and the mirror cut-off 24 keV. Synchrotron beams are very stable unlike XFEL beams
for which the position, intensity and spectrum have to be measured pulse-by-pulse and sorted
later.

3. Photolysis of small molecules in solution

Historically, the first ultrafast photo triggered reaction was a study of the dissociation & recom-
bination dynamics of I2 in liquid CCl4 by K . Eisenthal and his colleagues at Bell Labs in 1974 [9].
They found that most of the dissociated I atoms are captured by the liquid cage and that these
atoms recombine in 120 ps while heating the solvent. 15% of the dissociated atoms were found to
escape the cage and recombine in microseconds via bimolecular diffusion. The potential energy
curve for I2 is shown in Figure 7 for the ground and lower energy states of interest. At large atom–
atom separations, the force in the X potential is attractive and drives the atoms closer together
towards the potential minimum. At shorter distances, the potential is repulsive. The minimum
is the equilibrium bond length of the molecule. A classical and quantum description of diatomic
molecules is given by Slater [1]. The paper details the parameters of the Morse potential, the os-
cillation frequency and amplitude as a function of energy. The energy of the molecule is quan-
tized in discrete vibrational levels, but at ambient temperature, the ground state is essentially
100% occupied. For gas phase I2, the bond length is 2.666 Å in the ground state. The oscillation
frequency is 6.2×1012 Hz and the vibrational amplitude 0.05 Å [10]. In Figure 7b, the vibrational
relaxation from the dissociation energy to the ground state is simulated assuming a time constant
of 100 ps. The amplitude of the oscillation becomes smaller as I∗2 returns to the ground state. The
solvent, through collisions, dissipates the excess heat. The Eisenthal experiment was repeated
with X-rays at ESRF by Plech et al. in [11]. In the I2:CCl4 experiment, the heavy solvent molecules
slow down the recombination to 140 ps, which can be resolved with 100 ps X-ray pulses from a
synchrotron. The first experiment did not resolve the contraction of I∗2 versus time; rather the re-
combination was inferred from the heat deposition in the solvent from the cooling of I∗2 (X ). In a
follow-up experiment by Lee and his colleagues in 2013, laser slicing was used to push the time
resolution below 100 ps [12]. Slicing takes advantage of the short 1.2 ps laser pulse and the low
timing jitter between the pump and probe. By collecting time delays in steps of 10 ps, from −150
to 150 ps, the shape of the dS(q, t ) curves could be fitted against a model of the recombination
process. The shape of the dS(q, t ) curves are consistent with the exponential cooling decay in a
Morse Potential.

One important observation from the first iodine studies with X-rays is that the difference
curves dS(q, t ) have two principal components: the signal from the changes in solute/cage
structure, the goal of the experiment, and a thermal signal from the change in temperature,
pressure and density of the solvent. The excitation produces molecules in high energy states and
the return to the ground state is accompanied by heat dissipation in the solvent. The effect has a
unique X-ray signature dSs (q), which is solvent specific. Since it is impossible to determine two
signals from one measurement, the solvent signal has to be measured separately. That can be
done by diluting dye molecules that absorb at the wavelength of the experiment. Alternatively, the
heat can be generated by exciting the solvent molecules with near infrared light (1000–2000 nm)
whereby heat is transferred into vibrational modes, usually via overtones of vibrational modes.
Most of the common solvents have been characterised thermally by the dye method by Kjaer
and his colleagues in 2013 [13] and the near infrared method was applied by Cammarata and his
colleagues [14].
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Figure 7. (a) Potential energy of a diatomic molecule illustrated by I2. Excitation by an
ultrashort 530 nm laser pulse excites the molecule vertically into the repulsive B and π

states. The dissociated atoms collide with the solvent cage in ∼300 fs. Recombination in the
cage is the dominant process in CCl4 with 85% of molecules recombining geminately and
15% escaping the cage. Three pathways have been identified,α andβ, and γ corresponding
to direct vibrational cooling along the X potential to the ground state, the formation of the
A/A′ triplet state (S = 1) and cage escape. (b) Schematic presentation of X state vibrational
cooling. The bond is re-formed at the dissociation energy at 1.52 eV in a large amplitude
vibrational state. It relaxes to the ground state while losing energy to the solvent via cage
collisions.

When solvent hydrodynamics is included in the analysis, the time dependence of the temper-
ature and density can be determined independently from the low q part of dS(q) which serves as
a check of the overall consistency of the model. The temperature and pressure versus time for I2

in CCl4 are shown in Figure 8 as an example. The temperature jump at 1 ps is from the first col-
lisions of I atoms with the cage. The temperature is not defined in the early out-of-equilibrium
states; it is calculated here from the average energy uptake of the solvent. After 1 ps, the tempera-
ture rises from the cooling of I∗2 (X ) as illustrated in Figure 7b. After 200 ps, the slope change is due
to the recombination of the 2.7 ns A/A′ state. After 10 ns, the solvent expands accompanied by a
drop in temperature. The expansion proceeds at the speed of sound until the pressure return to
ambient in about 1 µs. The pressure versus time profile is shown in Figure 8b. The theory of heat
dissipation is described in more detail in the work by Wulff et al. [15]. Thus, time-resolved X-ray
scattering adds information on the reaction mechanism by being sensitive to all the constituents
in the sample.

The structural sensitivity of X-rays to atom–atom distances in molecules is illustrated in
Figure 9. The diatomic molecule is exposed to a monochromatic plane wave. The scattering from
the two atoms produces spherical secondary waves that interfere. From the intensity profile on
the detector, the change in the atom–atom distance can be deduced, even for a random ensemble
of molecules. The principle is the same as in Young’s two-slit experiment. The averaging over all
orientations produces the soft modulated pattern shown in Figure 9b.

Calculating the scattering from isolated gas molecules is the first step in understanding the
scattering curves during a chemical transformation. The gas scattering is given by the Debye
Function [16]:

S(q) =
∑
i , j

fi (q) f j (q)
sin(qri j )

qri j
.

Here fi (q) and f j (q) are the atomic form factors of atoms i and j and ri j is the distance. The
form factors are the sine-Fourier transform of the electron density of the respective atoms. f (q) is
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Figure 8. CCl4 hydrodynamics caused by I∗2 recombination. (a) The solvent temperature
versus time. In the time range 0.001 to 0.01 ns, the rise is from the first collisions of trapped
I atoms prior to bond formation. From 0.01 to 10 ns, the temperature rises further from
the vibrational cooling in the X and A/A′ states. The volume is constant and the system
adiabatic. In the following time range 10–100 ns, the sample expands due to the pressure
gradient caused by the spatial profile of the laser beam. (b) Pressure versus time during
recombination.

Figure 9. (a) Interference from a diatomic molecule in an X-ray beam. The atoms scatter
the radiation isotopically and the interference pattern probes the atom–atom distance.
(b) The radiation from randomly oriented molecules produce interference cones on a CCD
detector. The dark spot in the centre is the beam stop.

approximately a Gaussian function with a half-width of 2π/r , where r is the atomic radius. The
expression applies to an ensemble of gas molecules randomly oriented in space. It should be
noted that when X-rays are used to measure positions in a molecule, it is the position of the
full electron density that is probed unlike with neutrons that probe the nuclear positions. The
Fourier inversion of the X-ray scattering to real space produces peaks and valleys of finite width
from the size of the atoms. The Debye functions S(q) and dS(q) from structural changes in I2

are shown in Figure 10 and the experimental curve dS (q , 460 ps) for I2 in CCl4 is shown in
Figure 11. The solvent background is ∼1000 times greater than the solute signal due to the low
solute concentration (mM). It is particularly important to measure S(q, t ) well in the high q range
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Figure 10. (a) Gas phase scattering from I2 and I. The forward scattering is proportional to
Z 2

mol, where Z is the number of electrons in the molecule. In the expanded triplet state I∗2 ,
the scattering function contracts. (b) Finger printing structural changes. Dissociation has a
large negative forward scattering due to the smaller coherent scattering from 2 separated
atoms.

Figure 11. (a) Difference scattering for I2 in CCl4 460 ps after laser excitation. The gas com-
ponent shown in red provides a good fit above 4 Å−1. The experimental difference dS(q, t )
has two components: the iodine/cage scattering and the thermal solvent contribution from
the change in temperature. (b) Resolution versus Q. Intra molecular changes in iodine dom-
inate the signal for q > 4 Å−1.

8–10 Å−1 for the scaling of laser ON and laser OFF images. The scaling is based on the fact that in
that range S(q, t ) can be calculated by the Debye function for the excited solutes and solvent.
Expressed differently, the liquid appears as a collection of gas molecules at high q . In the dS
(q , 460 ps) curve for the I2:CCl4 solution, the red curve is the gas phase part as explained in
Figure 10b.
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In the generalisation of the Debye Equation to a solution, the structure of the liquid so-
lute/solvent mixture is expressed by statistical atom–atom distribution functions gi j (r ) that rep-
resent the fluctuating structure in a liquid. The gi j (r ) functions have two parts: the sharp and
well-defined intra molecular part and a broad extra molecular part at larger r that describes the
bulk solvent and the solute cage. The scattering is calculated from the gi j (r ) functions from MD
via:

S(q) =
N ,N∑
i , j

fi (q) f j (q)

(
Ni N jδi , j +

Ni N j

V

∫
gi , j (r )eiqr dV

)
.

The expression is a generalisation of the Zernike–Prins formula for monoatomic liquids [17] and
molecular liquids as described in the book by Hansen and McDonald [18]. Ni is the number of
atoms of kind i , V the volume andδi j (r ) the Kronecker delta functionδi i = 1, andδi j = 0 for i 6= j .
For a time-resolved experiment, the starting solute structures are calculated by density functional
theory (DFT) including point charges on the atoms that are important for the solvent interaction.
The next step is to perform a MD simulation with the DFT candidate structures for the ground
and excited states structures. MD calculations assume thermal equilibrium so only quasi station-
ary structures can be approximated in this way. MD provides the gi j (r ) functions including the
cage. The Zernike–Prins equation is then used to calculate the change in scattering dS(q).

A more intuitive presentation of the structural changes is obtained by the sine-Fourier trans-
form:

∆S[r, t ] = 1

2π2r

∫ ∞

0
dq

1∑
i 6= j fi (q) f j (q)

q∆S(q, t )sin(qr ).

The denominator in the integral is the sharpening function which partially corrects for the
broadening from atomic form factors that, as mentioned, probe the size of the atoms unlike
the gi j functions that measure the positions of the nuclei. The notation ∆S[r ], i.e. with square
brackets is to distinguish it from the sister∆S(q) from which it is derived.∆S[r ] is an X-ray biased
measure of the change in the radial electron density of an average excited atom. High-Z atoms
are amplified in X-ray scattering unlike for neutrons.

The gi j (r ) functions for the I2/CCl4 solution were calculated by the MD software Moldy using
512 rigid CCl4 and one I2 molecule. The gi j (r ) functions that probe the cage for I2(X ) are shown
in Figure 12(a). The cage radius is given by g (I–Cl) since I is surrounded by Cl atoms in CCl4. The
first peak in g (I–Cl) is at 3.93 Å. The first coordination shell is at 5.10 Å as defined by the first peak
in g (I–C).

The change in the cage structure of the reaction products are examined in Figure 11b. The
g (I–Cl) distributions for X and A are nearly identical, in position and amplitude, as expected from
the bond elongation of ∼0.38 Å in the A/A′s state. In contrast, the I2(X ) → 2I and I2(A/A′) → 2I
transitions lead to a 27% increase in Cl population around I. The number of I–Cl pairs increases
after dissociation as Cl fills the space vacated by I.

The real space change∆S[r ] is shown in Figure 13 for the gas and solution phase transitions. In
the simple gas phase transition I2(X ) → I2(A/A′), the bond expands from 2.67 to 3.05 Å. That gives
a negative peak for the depletion of the ground state and a positive creation peak. The change
in cage structure follows that trend, i.e. the cage radius is slightly larger for A/A′. The gas phase
reaction I2 → 2I with I atoms infinitely apart, has a single depletion peak at the I2(X ) bond length.
In solution, the entering Cl atom produces a positive peak at 3.9 Å. In summary, time-resolved
wide angle scattering with synchrotron and XFEL radiation is a powerful method for structural
studies of molecular reactions in solution. The X-rays probe all pairs of atoms and that provides
precious information about the structural dynamic. When the X-ray data is taken over a wide q
range, the excited solute structures and the hydrodynamics parameters of the solvent medium
can be determined from models combining DFT and MD.
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Figure 12. Molecular dynamics of I2 in CCl4 with g functions for I2 and I in the X , A and
atomic state. (a) I2 is in the ground state X . The cage radius is the first peak in g (I–Cl) at
3.93 Å. The first peak in g (I,C) is at 5.10 Å, the distance to the centre of CCl4. (b) Cage
functions for the three states of iodine. For free I atoms, Cl fills the space vacated in the
dissociation expressed by the increase of the blue curve at 3.93 Å.

Figure 13. Change in radial distribution function dS[r ] probed by X-ray scattering. (a) Sig-
nature of bond elongation in the I2(X ) to I2(A/A′) transition. The red curve shows the to-
tal difference signal from the A/A′ state formation calculated from the MD simulation. The
negative peak at ∼2.7 Å shows the depletion of ground state I2 and the positive peak at 3.2 Å,
the creation of the A/A′ state. The cage component is shown in yellow. (b) Signature of cage
escape of I atoms. In this process, the missing I neighbour in I2 is replaced by Cl.

4. Protein dynamics in solution

Many proteins cannot be crystallised and time-resolved wide-angle scattering in solution offers
a way to study large amplitude conformational changes. The low protein concentration (few
mM or less) is a challenge and the large size, about a thousand times larger than a small
molecule, complicates the analysis. Recent TR-WAXS data from proteins have demonstrated that
medium and large-scale changes in some photo sensitive proteins are to be checked against
model predicted scattering patterns. The TR-WAXS method for proteins was pioneered by Marco
Cammarata and his colleagues on human haemoglobin (Hb), a tetrameric protein with two
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Figure 14. Calculated Debye scattering for haemoglobin (HbCO and Hb), myoglobin (Mb)
and water. The calculations were performed with CRYOSOL using the crystal structures
adapted to the solution phase. The protein signal is much stronger than the water back-
ground in the low q limit. (b) Relative change of the protein signal to the water background
for the R-to-T transition (HbCO→Hb) for an excited-state concentration of 1 mm. (c) Snap-
shots of the molecular structures used in the simulations [18].

identical αβ dimers [19]. HbCO in solution is known to have two quaternary structures, a ligated
stable R (relaxed) state and an unligated stable T (tense) state. The tertiary and quaternary
changes of HbCO, initiated by a ns green laser pulse, were probed by TR-WAXS [20, 21]. The
analysis was using the allosteric kinetic model for Hb. It was found that the R–T transition
takes 1–3 µs which is shorter than observed by optical spectroscopy. In Figure 14a the gas-
phase scattering from the crystal structures of HbCO and Hb (deoxyHb) is shown together with
a myoglobin and water molecule. In Figure 14b, the relative change from the transition HbCO
→ Hb is calculated for a 1 mM concentration. Note the good signal-to-background ratio between
0.1–1 Å−1 due to the weak water scattering in that q range. The structure of the proteins and water
is shown in Figure 14c. The optically induced tertiary relaxation of myoglobin and the refolding
of cytochrome c were also studied with TR-SAXS/WAXS. The advantage of TR-SAXS/WAXS over
time-resolved X-ray protein crystallography is that it can probe irreversible reactions and large-
scale conformational changes that cannot take place within a crystal [22–24].
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Figure 15. (a) Myoglobin is composed of a single polypeptide chain of 153 amino acids.
There are 1270 atoms without hydrogen (C823N222O221S3Fe). MbCO retains its ligand
binding functionality in crystals. (b) Laue pattern from a pink beam (0.775 Å, 4% bw,
2×109 ph/pulse). 32 pulses are accumulated on the detector (MARCCD 130). The dark ring
is from water scattering. The data was analysed to 1.9 Å resolution.

Although the scattering patterns from proteins in solution contain structural information,
the information is insufficient to reconstruct the structure in atomic detail. In this respect the
use of structures from X-ray crystallography and NMR as a starting point is promising and
the development of a more advanced analysis is in progress. For more information on these
techniques the reader is referred to the recent articles by Bjorling et al. [25] and Ravishankar et
al. [26].

5. Filming a protein at work by Laue diffraction

Myoglobin (Mb) is a ligand-binding heme protein whose structure was the first to be solved by
X-rays in 1958 [27, 28]. Its Fe atom reversibly binds small ligands such as O2, CO and NO, which
is readily photo dissociated from the heme. The structural changes triggered by ligand photolysis
was first filmed with near-atomic resolution at the ESRF in 1996 via time-resolved Laue diffraction
by Keith Moffat, University of Chicago and Michael Wulff, ESRF and their co-workers [29].

Diffraction images were generated by single, 100 ps X-ray pulses photolysis of MbCO. The
structure of MbCO is shown in Figure 15a. A Laue pattern from a monoclinic crystal (P21) with a
linear size of 100–200 µm shown in Figure 15b.

The work was done using monoclinic crystals (P21) with a linear size of 100–200 µm as shown
in Figure 16a. The packing of the unit cells is shown in Figure 16b for the hexagonal lattice. The
latter shows the arrangement of the unit cells and the important space between them that is filled
with water. The suspension in water allows the crystalline state to undergo smaller structural
changes freed from lattice constraints.

The photolysis of a protein crystal is delicate and should be done without damaging the crys-
tal, while still exciting enough unit cells to give a detectable signal. For example, the absorption
gradient of the laser beam in the crystal has to be small to avoid thermal bending and thus broad-
ening of the diffraction spots. The unit cell concentration is high in the monoclinic structure,
(49.3 mM), so the laser wavelength has to be chosen judiciously to penetrate the crystal. The
MbCO absorption spectrum has three features, the Soret band at 420 nm and two weaker bands
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Figure 16. (a) MbCO in the P6 hexagonal lattice (a = b = 91.20 Å, c = 45.87 Å, α = β = 90°,
γ= 120°). (b) Structure along the c axis. The heme is shown in red. The black areas are water
channels. (c) Structure along the a axis.

at 550 and 585 nm, the Q bands α and β. The penetration depth is 1.5 µm on the Soret band and
15 µm on α and β. However, by exciting on the shoulder of the β band at 625 nm, where dissoci-
ation still works, the absorption length is 420 µm, a good match to the crystal dimensions in the
experiment [30, 31]. The fraction of unit cells photolyzed by a 1 mJ pulse of 0.5 mm diameter was
∼20–30%.

The crystals were mounted in capillaries in a CO atmosphere and 16–32 images from single
pulses were accumulated on the detector before readout. The crystals were rotated in steps of 3°,
from 0–180° to fully sample reciprocal space. In some cases, the crystals would be damaged after
some time, then replaced and the data merged later.

The diffraction pattern is sensitive to changes inside the unit cells. When the non-excited
starting structure is known from the PDB data base, the measured intensity changes dI (hkl )
allow to determine the change in electron density via the Fourier Difference Method [31]. The first
experiment used the spectrum from a wiggler (W70) covering 7–28 keV. The wiggler was replaced
in 2000 by the narrow-band undulator U17 which increased the SNR due to a much lower diffuse
background from water in the protein. A second spin off of the narrow band is the lower number
of spatial overlaps in the images from the well-defined relation between the scattering angle and
the d-spacing (Bragg’s law) provided by the narrow 5% bandwidth spectrum at 15 keV.

From the measurements of 50,000 intensity changes∆I(hkl ), the Fourier difference maps were
derived as shown in Figure 17. The difference density is superimposed on the CO ligated initial
structure in white: red volumes are due to loss of density, blue is from a gain. CO is seen to
move to the solvent via 2 interstitial cavities. Initially, it is trapped in a small cavity next to Fe
for 5 ns. The CO hole is partially filled by a shift in position of the distant His-64 that blocks
geminate recombination. The new CO position is also pushing the Ile-107 residue slightly. Note
the tilt of the heme plane and the Fe motion out of the plane. The doming is from the change in
coordination from 6 to 5 of Fe after dissociation. Note that red and blue volumes are side-by-side
consistent with small rigid translocations. In the 30 ns map, the first cavity is empty and CO is
not resolved. In the 300 ns map, CO reappears on the proximal side in a cavity, which is known
from studies of Xe gas pockets in myoglobin under pressure. The Fe heme doming persists in the
absence of the Fe–CO bond. CO diffuses to the solvent and returns to Fe via random diffusive
motion on the ms time scale.

The first Laue work on sperm whale myoglobin was followed by studies of on mutants lead by
Anfinrud [32] and Brunori [33]. As the CO is on the distal side of the heme at early time delays, the
protein function is strongly influenced by the amino acid side chains around that site. The L29F
mutant of MbCO, where leucine Leu29 is substituted by phenylalanine, exhibits 1000 time faster
dynamics [32].
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Figure 17. 3D maps of the dissociation of CO from the Fe binding site in sperm whale
Myoglobin MbCO. The dissociation is triggered by a 2.3 ns laser pulse at 620 nm. (a) Initial
electron density of MbCO near the heme. The electron density is contoured in white at 3, 5
and 7σ. The map is the 2MGK model of sperm whale MbCO at 1.7 Å resolution. (b) Fourier
difference maps taken 3 ns after dissociation by single pulse Laue diffraction. The difference
is superimposed on the initial state. Red represent loss of density, blue gain in density. CO is
captured in the “docking site” on the distal side of the heme. Fe has moved 0.2 Å out of the
heme plane in response to the change in coordination from 6 to 5. Note how the distal and
proximal histidine move in response to the new CO position. That structural change blocks
CO geminate recombination to Fe. (c) At 30 ns the docking site population is decreasing.
(d) After 300 ns, CO is accumulating in a pocket on the proximal side from where it diffuses
into the solvent. After 1 ms, CO returns to the binding site. That pathway is not observed
due the loss of synchronization in the reverse reaction. The maps are rendered with the
software O7.0 (Alwen Jones, Uppsala University).

6. XFEL experiments

The Linear Coherent Light Source (LCLS) at SLAC in Stanford was the first hard X-ray FEL facility
to open in 2009. The LCLS was followed by SACLA at SPring8 in Japan in 2011, SwissFEL in
Villigen (CH) in 2016 and the European EuXFEL in Schenefeld (D) in 2017. In XFELs bunches
of electrons are accelerated to 5–15 GeV in a linear accelerator and injected into long undulators.
After a certain point in the undulator, the X-ray field induces a density modulation in the bunch,
the SASE effect, which amplifies the intensity by orders of magnitude. The electrons in a micro
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bunch emit in phase as super electrons. The intensity is then proportional to N2
e (micro bunch

electrons) × N2
p (periods). The energy range is currently limited to 1–16 keV but higher energies

will become available at the EuXFEL in the near future. For a review of the SASE principle, the
reader is referred to the article by Margaritondo et al. [34]. XFEL pulses are 103 to 104 times shorter
than synchrotron pulses, i.e. 10–100 fs, and the intensity can reach 1× 1012 photons/pulse in a
0.1% BW at 12 keV. The beam is less stable due to the stochastic nature of SASE and it is important
to record the beam parameters, the timing jitter in particular, for every pulse. To exploit the short
XFEL pulses, the laser/X-ray delay has to be sorted and averaged after the experiment.

Femtosecond pulses are perfect for filming bond breakage and bond formation in chemical re-
actions, isomerization, electron transfer reactions and coherent wave packet motion etc. Diffrac-
tion patterns from micro and nano-sized proteins can be acquired with single XFEL pulses. The
number of diffraction spots is large enough for indexing, i.e. determining the orientation of ran-
domly oriented crystals, and the pulse is so short that the diffraction can be recorded before the
crystal is destroyed by the Coulomb explosion as described by Neutze et al. [35]. The term “diffrac-
tion before destruction” is the principle behind Serial Femtosecond Crystallography (SFX). The
crystals are injected in the XFEL beam from a jet and thousands to millions of crystals are ex-
posed randomly. By merging the scaled intensity data from thousands of images, the structure
can be determined. There are two major advantages of SFX: very small crystals are easier to pro-
duce and the structure can be determined at room temperature rather than at cryogenic temper-
ature, where the mobility of the protein is greatly reduced. The reader is referred to the review
by Chapman et al. for more details [36]. The SFX technique is applicable to pump–probe work
on light sensitive proteins as well. Schlichting and her co-workers studied the helix dynamic fol-
lowing photo dissociation of CO from myoglobin MbCO at the LCLS using SFX at 6.8 keV with a
resolution of 1.8 Å [37]. The study revealed that the C, F and H helices move away from the heme
whereas the E and A helices move towards it in less than 500 fs, confirming the results previously
obtained with TR-WAXS measurements at the LCLS on MbCO [38].

One of the first scattering experiments probing a femtosecond chemical reaction in solu-
tion was performed by Hyotcherl Ihee from KAIST in Korea in collaboration with Shin-ichi
Adachi, KEK, using the SACLA XFEL at SPring8 [39]. They studied the formation of a gold trimer
[Au(CN)−2 ]3. In the ground state, the Au atoms in three molecules are weakly bonded by van der
Waals interactions. Upon photo activation, an Au electron is excited to a bonding orbital produc-
ing a covalent Au–Au bond with a linear geometry with a lifetime of 500 fs. The Au bonds shorten
in a second 1.6 ps step. Finally this linear conformation combines with a free Au(CN)−2 in 3 ns to
form a tetramer. The reaction is shown in Figure 18.

The first X-ray spectroscopy experiment from an XFEL was reported by Henrik Lemke and
Marco Cammarata and their co-workers in 2013 [40]. They performed a XANES study of the
spin-cross-over complex [Fe(bpy)3]Cl2 in a 50 mM aqueous solution using 100 fs pulses from
the LCLS. The position of the Fe absorption edge depends on the Fe–N distance from which they
deduce that the switch from the low-spin (LS) to the high-spin (HS) state takes 160 fs. The HS
state subsequently decays to the LS state in 650 ps. The experiment was done with fluorescence
detection and the XFEL white beam was monochromatized with a diamond monochromator.
The K-edge was scanned over 45 eV, the spectral width of the white beam. The main challenge
was timing drifts, which could be up to 100 fs per hour. That problem was later solved by time
stamping the X-ray pulse followed by sorting the actual delay [41], which allows to exploit the full
potential of the short XFEL pulses.

In spite of the high intensity and short pulse from XFELs, synchrotrons will remain important
for slower dynamics, from 100 ps to seconds, due to the higher beam stability, wider energy
range and easier accessibility. It is also important that users have enough time to get to know
the beamline and optimise the experimental parameters.
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Figure 18. Pioneering solution phase TR-WAXS experiment from an XFEL by the Ihee
and Adachi groups. The formation of a covalent bond between the three Au atoms in
[Au(CN)−2 ]3 is monitored by time-resolved solution scattering with 100 fs pulses at 15 keV
with 1×1012 ph/pulse in a 0.6% BW [32].

Table 1. Beam parameters for a synchrotron and XFEL beamline (ID09/ESRF versus
FXE/EuXFEL)

Parameter ID09/EBS FXE/EuXFEL
Pulse length (ps) 100 0.05

Pulse intensity (ph) 1×109 1×1012

Pulses per second 1000 10 (27000)
Energy range (keV) 7–24 keV 6–18 keV

Focus (µm) 25 10
Intensity per second 1×1012 1×1013

The beam parameters for a synchrotron and XFEL beam are shown in Table 1 for ID09 at ESRF
and FXE at EuXFEL. The pulse structure at EuXFEL is a 10 Hz macro pulse with each macro pulse
having up to 2700 sub pulses that are separated by 220 ns. The large Pixel Detector at EuXFEL and
the excitation laser can synchronise to this time structure. It is challenging however, to exchange
the samples in the 220 ns dark period between pulses in the macro-pulse train which is often
needed since the sample might be destroyed by the pulses.
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1. Introduction

The spin crossover (SC) phenomenon is a variation of the spin state in a strong ligand field,
and is especially observed in materials containing divalent Fe2+ or trivalent Co3+ ions. These
transition metal cations have six d electrons, and when the crystal field is greater than Hund
coupling energy, the low spin (LS) state appears in which all the spins occupy t2g levels (t 6

2g ).

By contrast, when the crystal field is weak, a high spin (HS, t 4
2g e2

g ) or an intermediate spin (IS,

t 5
2g e1

g ) state is realized. An interesting point of the SC material is that the external perturbation
such as temperature variation, applying pressure, and light illumination can cause the spin state
change [1]. Hence, SC systems have attracted much interest as an example of exotic phase control
with external stimuli.

As one of the SC materials, perovskite-type cobalt oxides with Co3+ ions have been investi-
gated during the past quarter century [2]. A typical SC cobalt example is LaCoO3 (LCO). The LCO
crystal shows the SC transition with changing temperature at around 100 K [3–5]. Although it re-
mains to be seen whether the excited state is an HS or IS state, a lot of experiments to understand
the mechanism of the SC phenomena in the LCO system have been reported [2–5].

In addition to LCO, it is known that layered perovskite-type cobalt oxides such as
La1.5Ca0.5CoO4 (LCCO) and La1.5Sr0.5CoO4 (LSCO) also show the SC transition. The crystal
structure is the so-called K2NiF4 type [6, 7], which is identified with that of the high-Tc cuprate.
In LCCO and LSCO, the nominal valence of the cobalt ion is 2.5+ and Co2+ : Co3+ = 1 : 1. Note
that in the layered cobaltite there is real-space ordering of Co2+ and Co3+ as shown in the inset
of Figure 1(a), and the charge order makes the cobaltites insulating [8]. X-ray diffraction mea-
surement suggests that the two types of cobalt ions show a checkerboard-type ordering in the
ab-plane of the K2NiF4 structure below Tco = 800 K [9]. Thus, both LCCO and LSCO are highly
insulating with the charge ordering at room temperature. In LSCO, some experimental [10, 11]
and theoretical works [12] revealed that the electronic states of Co2+ and Co3+ were HS and LS
at room temperature, respectively. A magnetic study [13] suggests that an SC transition occurs in
Co3+ between the LS and HS state at Tco. These results indicate that the layered cobaltites can
also be viewed as an SC system like LCO.

Besides the viewpoint of the exotic spin state change, we noticed such SC cobalt oxides as
a target of photoactive materials. Some SC materials, especially Fe2+ complexes are known to
show the perpetual photoinduced spin state transition between the HS and LS state in several
iron complexes [1], and furthermore, the detailed dynamics of SC has also recently been investi-
gated using a femtosecond (fs) laser and/or X-ray pulses [14,15]. From this respect, we have con-
ducted ultrafast spectroscopy on several cobalt perovskites and so far demonstrated some works
concerning the photoinduced electronic change involved in the SC phenomena [16–18]. One ex-
ample is the LSCO system [19], on which we conducted time-resolved fs reflection spectroscopy
and revealed that photoirradiation with 400 nm laser pulses could realize an exotic photoexcited
state that is different from the thermally induced HS state. By comparing the observed transient
absorption spectrum with the theoretically suggested one by using theoretical [20] and experi-
mental reports [21], it is reasonable to consider that the local (polaronic) HS domains appear in
response to light, although further experiments other than those on the reflection change on the
ultrafast time scale would be needed.

In this paper, we report on the photonic change of Raman scattering in the layered cobaltites,
LCCO and LSCO, using picosecond (ps) laser pulses. The layered perovskites show strong breath-
ing Raman mode as depicted in the inset of Figure 1(b) [19,22]. The symmetry of the mode is A1g

in the tetragonal setting (I 4mmm) and is inactive without the checkerboard-type charge ordering
in the ab-plane [22]. Thus, the intensity of the Raman peak reflects the degree of the charge order.
We investigate the transient change of the breathing mode after photoirradiating with 400 nm ps
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Figure 1. Static Raman spectra in (a) LCCO and (b) LSCO obtained by CW He–Ne laser light
(black lines) and the ps laser pulse (red lines). The Raman intensities are normalized with
the maximum value. The inset in (a) shows schematics for the ordering of Co2+ and Co3+

and in (b) for the breathing mode of the CoO6 octahedron.

laser pulses and discuss the ps dynamics of the photoexcited state in the charge-ordered system,
introducing the simultaneous measurement system used for the pump–probe reflection and Ra-
man spectroscopy.

2. Experiment

Single crystal rods of LCCO and LSCO were grown by the floating zone method [6, 7, 19]. The
crystal orientation of the grown crystal rods was examined by X-ray diffraction. The ab-plane of
the crystal was precisely cut from the crystal rods, and the surfaces were polished with alumina
powder.

Figure 2(a) shows the schematics of simultaneous measurement system with the pump–probe
reflection and Raman spectroscopy. We used a mode-locked Ti-Sapphire laser powered by the
regenerative and multipass amplifier (Quantronix Titan-I-3p) with the wavelength of ≈800 nm
and the pulse width of ≈1.5 ps as a light source for probing the reflection and Raman scattering
signals, and photoexcitation of the samples. The output beam was divided into pump and probe
beams by the beam splitter (BS). By using fundamental beam, we obtained reflection signal and
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Figure 2. (a) Schematics of the experimental system for the time-resolved reflection and
Raman spectroscopy. (b) A spectrum of ps laser pulse used for the time-resolved Raman
spectroscopy (black circle). The red line indicates the fitted result based on the Gaussian
function.

Raman scattering spectra in the configuration of quasi-backscattering geometry. The reflection
signal was detected by silicon photodiode (Si PD). The scattering light through appropriate low-
pass filter (LPF) with the edge wavelength at 813.7 nm (≈210.5 cm−1) was dispersed by a single
grating monochromator (JASCO CT-25, f = 250 mm), and then detected with a photomultiplier
(PMT, Hamamatsu R2658). The polarization directions of the incident and scattered light were
both along the a-axis of the crystal.

To photonically excite the crystals, we used a second harmonic beam (400 nm) generated
by β-BaB2O4 (BBO) crystal, which excites the charge transfer transition from the O 2p band
to the empty Co 3d band [23]. After the photoexcitation, we measured the transient change of
the reflection at 800 nm and the Raman signal scarcely changing the optical configuration, as
depicted in Figure 2(a).

First, let us clarify the type of ps laser pulse we used for Raman spectroscopy. Figure 2(b) shows
the spectrum of the ps laser pulse used in this work that was obtained by the monochromator
shown in Figure 2(a). The peak intensity is normalized with the maximum value. Reflecting the
ps pulse width, the spectrum has a finite bandwidth. The red curve shows a fitted result based on
the Gaussian function, indicating that the spectral resolution of the time-resolved measurement
system is about 13.6 cm−1 full width at half maximum (FWHM).

In general, Raman spectroscopy is measured using continuous wave (CW) laser light whose
wavelength is well determined. Therefore, it seems that it is difficult to get an exact Raman
spectrum by ps laser pulse with a wider bandwidth. In Figures 1(a) and (b), to respond to this
problem, we show Raman spectra for LCCO and LSCO obtained by ps laser pulse with the
system depicted in Figure 2(a) by the red curves and ones obtained by CW He–Ne laser light
and a commercially purchased Raman spectrometer (Jobin Yvon T64000) by the black lines.
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As mentioned above, the conspicuous peaks were observed at around 714 cm−1 (LCCO) and
700 cm−1 (LSCO), which are assigned as the breathing mode of the CoO6 octahedron [19]. The
Raman shift in LCCO is 14 cm−1 greater than that in LSCO, indicating that the ionic crystal is
more robust in the former than in the latter, partly because the ionic radius of Ca2+ is smaller than
that of Sr2+. An important parameter is the FWHM of the Raman peak. The values of the FWHM
measured with the ps pulse are 36.7 cm−1 for LCCO and 39.7 cm−1 for LSCO, while those obtained
with CW He–Ne laser light are 25.8 cm−1 for LCCO and 28.1 cm−1 for LSCO, respectively. In both
the crystals, the former value with ps pulse was little greater than the latter one with He–Ne laser,
but you can see that the ps laser pulse detected the Raman signal well. The breathing mode is
so broad that the ps pulse can measure the Raman spectra despite the fact that the bandwidth is
larger than that of the CW laser light.

3. Results and discussions

Hereafter, we discuss the ps dynamics of the layered cobaltites. In Figures 3(a) and (b), we show
the time dependence of the relative change of reflectivity at 800 nm in LCCO and LSCO. In both
cases, the reflectivity suddenly decreases abruptly by about 1% just after the photoirradiation
and then gradually decays (the excitation fluence is ≈1.7 mJ/cm2). To see the dynamics more
quantitatively, we fit the time profile according to the following function:

I (t ) = I1 exp(−t/τ)+ I2. (1)

The first term denotes an exponential decay (τ is the decay time) and the second a constant
component relaxed from the first state. The actual fitting was performed with the convolution
between I (t ) and the response function of the present time-resolved system. The fitted results
are shown in Figures 3(a) and (b) with black lines, which well reproduce the experimental data.
The estimated values of τ= 6.4±0.84 ps for LCCO and 6.0±1.1 ps for LSCO. Taking account of the
pulse width we used (≈1.5 ps), the decaying time is comparable in the two crystals.

In Figures 3(c) and (d), we display time profiles of relative change of Raman scattering intensity
at 714 cm−1 for LCCO and 700 cm−1 for LSCO by red circles, respectively. In the breathing mode
depicted in the inset to Figure 2(a), when Co2+ and Co3+ can be distinguished with the charge
ordering, the mode is Raman active. Hence, the cross-section of Raman intensity denotes the
degree of the charge ordering in the CoO2 layer [22]. Similar to the case of the reflection change,
the time profiles of Raman intensity also suddenly decreases just after the photoexcitation in
both the crystals. The magnitude of the change is more than 10%, directly indicating instant and
partial melting of the charge order caused by extra injected electrons due to the CT excitation.
For comparison, we plotted the time profiles of reflectivity, which seem to resemble those of
Raman intensity change, implying that there are similar dynamics in the electronic change and
the charge ordering. To see the photoinduced frequency change of Raman peaks, in Figures 4(a)
and (b) we show the transient spectral change (∆I ) just after the photoirradiation. After the
photoexcitation, ∆I shows a dip-like decrease at ≈714 cm−1 (LCCO) and ≈700 cm−1 (LSCO),
which almost correspond to the Raman shift for the breathing mode before the photoexcitation
(see Figures 1(a) and (b)), indicating a scarce change of the stiffness of the CoO6 octahedron in
both the crystals at least on the ps time scale.

It is interesting to compare these results with the study using ≈10 fs laser pulse performed in
LSCO [19]. On the fs time scale, according to the literature, the time profile of the reflectivity of
LSCO oscillates from the excitation time to ≈500 fs, originating from a coherent motion of the
breathing mode. The estimated frequency and decay time of the coherent mode are ≈680 cm−1

and ≈410 fs, suggesting that softening of the phonon instantly occurs, and the observed softening
vanishes within 1 ps. This work reveals the successive dynamics and reveals that after 1 ps, partial
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Figure 3. (a, b) Time profiles of relative change of reflectivity at 800 nm (blue circles) after
the photoexcitation for LCCO and LSCO. The solid lines denote the fitting result considering
the pulse width of ps laser pulse (see text). (c, d) Time profiles of relative change of Raman
intensity (red circles) after the photoexcitation for LCCO at 714 cm−1 and LSCO at 700 cm−1,
respectively. The solid lines show the time profile of reflectivity.

melting of the charge ordering still persists even after the phonon softening has been recovered
from the photoexcited state. This conclusion is consistent with the idea of the local formation
of HS polarons by light in the layered cobaltites, and some studies such as time-resolved X-ray
and/or electron diffraction measurements deserve further investigation.

4. Summary

In summary, we constructed a simultaneous time-resolved measurement system for reflection
and Raman scattering using ps laser pulses and investigated the ps dynamics of the perovskite-
type layered cobaltites, LCCO, and LSCO, based on pump–probe reflection and Raman spec-
troscopy. With the CT excitation, the Raman scattering intensity reflecting the degree of the
charge ordering decreased within 1 ps by more than 10% without softening the Raman mode
reflecting the stiffness of the lattice. Compared with the previous results of fs reflection spec-
troscopy, the lattice is relaxed on the time scale of 100 fs, while photonic melting of charge order-
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Figure 4. Change of Raman scattering spectrum (solid red line) just after the photoexcita-
tion for (a) LCCO and (b) LSCO. The black lines denote the fitting results using Gaussian
function.

ing persists with a longer life time (>1 ps), which not only implies that local spin polaronic state
survives on the ps time scale but also reveals a novel aspect of photoinduced SC cobaltites.
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1. Introduction

The electronic structure is a unique characteristic of a crystalline solid and encodes crucial
information that determines the material’s electrical, magnetic and optical properties. Therefore,
the efforts to understand the electronic structure in a solid have been one of the central themes
of condensed matter physics, and angle resolved photoemission spectroscopy (ARPES) is one of
the most direct experimental techniques to measure the energy band dispersion E = E(k) [1].
From the functional point of view, not only the equilibrium electronic structure, but also its
out-of-equilibrium properties play a crucial role in the response of the system to an external
excitation. Time-Resolved ARPES, where photoemission spectroscopy is performed in a pump–
probe configuration using ultrafast light pulses, makes it possible to extend to the excited states
all the advantages of this method, providing the time evolution of the non-equilibrium system,
E = E(k, t ). Figure 1 shows a schematic diagram of the way time-resolved ARPES is implemented
on the FemtoARPES setup [2].

In a semiconductor, the band gap is the main parameter determining device performance,
and the dispersion of the conduction band (or valence band) is related to the electron (or
hole) effective mass and consequently to the carrier mobility in a device [3–6]. For example,
in indirect band gap semiconductors, the radiation recombination is far slower compared to
direct band gap, as the absorption or emission of phonons need to be involved in the process,
which is not suitable for light emission devices [7, 8]. In anisotropic semiconductors such as
black phosphorus, the dispersions of conductions band along each high symmetric directions
are significantly different, which corresponds to giant electron effective mass differences, and
the mobility is highly direction dependent [9, 10].

ARPES is the most direct way to observe the electronic structure of a semiconductor with
high energy and momentum resolution. For example, the electronic structure of indium selenide
(InSe) has been directly observed by ARPES in a previous study, and it shows out-of-plane
dispersions by changing photon energy, which indicates a quasi-two dimensional nature of the
bulk material; in addition, if the electronic structure of InSe is modified with surface alkali atoms
doping, the observed ∼1.3 eV band gap in bulk InSe is subsequently reduced as function of
doping [11].

As mentioned above, time-resolved ARPES gives us the possibility to finely observe photoex-
cited empty electronic states as well as their ultrafast dynamics [12,13]. This approach has already
been successfully applied to topological insulators, strongly correlated materials, and some semi-
conductors [14–18]. For example, in gallium arsenide (GaAs) Kanasaki et al. directly determined
the energy-, momentum-, and time-resolved distribution of hot electrons photoinjected into the
conduction band by time-resolved ARPES, and found an intervalley transition time as short as
20 fs [19]. In addition, by using the same method, we transiently occupied the conduction band
of black phosphorus by an ultrafast pump pulse and measured the gap value with a subsequent
probe pulse. The negligible band gap renormalization and Stark broadening have been observed
and explained [10].

Van der Waals stacked monochalcogenide semiconductors such as indium selenide (InSe)
and germanium selenide (GeSe) have attracted a lot of interest in recent years because of the
widely tunable band gap as function of thickness and ultrahigh carrier mobility in field effect
transistors (FETs). The carrier mobility in few-layer InSe is as high as 103 cm2·V−1·s−1 and
104 cm2·V−1·s−1 at room and low temperature, respectively [4, 7, 20–22]. This value is compatible
to that found in graphene and is among the highest in 2D semiconductors. Compared to InSe,
layered GeSe has a unique in-plane anisotropic crystal structure, and its optical properties
also show an extremely anisotropic behavior, which open up possibilities for optoelectronic
applications such as polarization-sensitive photodetectors and optical waveplates [23–26]. In this
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Figure 1. Schematic diagram of a time-resolved ARPES setup.

article we show how time-resolved ARPES can be used to investigate the photoexcited states in
n-type InSe and p-type GeSe, and directly observe the dispersion of their conduction band and
the hot carrier dynamics. The effective mass of the conduction band and hot carrier decay time
are also extracted and compared. The study of the photoexcited states presented in this work
provides important information for further applications of InSe and GeSe in novel optical and
optoelectronic devices.

2. Experimental details

All the experiments have been performed on the FemtoARPES setup, using a Ti:sapphire laser
system delivering 6 µJ pulses with a 250 kHz repetition rate [2]. Part of the laser beam (50 fs
pulse, 1.57 eV) is used to pump the sample while the rest is employed to generate the 6.3 eV
photons as probe pulse through cascade frequency mixing in BaB2O4 (BBO) crystals. The overall
energy resolution of the experiment is ∼=30 meV and the cross correlation between pump and
probe pulses has full width at half maximum (FWHM) of 150 fs. High-quality single crystals of
InSe (doped with Sn, 0.01%) we used have been grown using the Bridgmann method from a
nonstoichiometric melt [11]. High-quality single crystal of GeSe was purchased from company
of HQ graphene. The samples were cleaved and kept at the base pressure of 8×10−11 mbar. Our
samples have been oriented by low energy electron diffraction and measured at the temperature
of 135 K.

3. Results and discussion

The crystal structures of layered InSe and GeSe we used in this work are shown in Figure 2(a).
InSe belongs to ε polytype and has hexagonal structure. The unit cell contains two parallel layers
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Figure 2. (a) Crystal structure of layered monochalcogenide semiconductors. Left: InSe.
Right: GeSe. (b) Schematic of 3D Brillouin zone of InSe. (c) Schematic of 3D Brillouin zone
of GeSe.

obtained by a translation of one layer onto another [27]. GeSe has a puckered structure similar
to black phosphorus, and presents an orthorhombic crystal structure [28]. The schematics of the
3D Brillouin zones of InSe and GeSe are shown in Figure 2(b,c). Bulk InSe has a direct band gap
of ∼1.3 eV, with both conduction band minimum (CBM) and valence band maximum (VBM)
centered in reciprocal (k) space, at the Γ point of the Brillouin zone [11, 29]. The Fermi level is
inside the gap even though the sample is largely n-doped, as shown in the experimental data
of Figure 3(a). After being pumped by the infrared-laser (1.57 eV), electrons in the valence band
(occupied states) can be only photoexcited into the Γ valley of the conduction band (unoccupied
states); other valleys cannot be reached as the maximum excess energy (Eex) of electrons is
∼0.27 eV (Eex = 1.57 eV–1.3 eV) and the minimum energy difference between the adjacent valleys
is ∼0.7 eV (Γ valley to M valley). After a delay time, the photoexcited electrons are photoemitted
by the ultraviolet laser probe (6.3 eV) from the conduction band to vacuum: the electron kinetic
energy and momentum in k space can be thus determined by the electron energy analyzer
(Figure 1). This makes it possible to observe the dispersion of the conduction band at time delay
t = 0 and the dynamics of photoexcited electrons as a function of time delay.

Figure 3(a–d) shows the photoelectron intensity maps of InSe acquired along Γ−K at differ-
ent time delays between pump and probe. At negative delay of 1 ps, the system is in equilib-
rium conditions, and we don’t observe electrons in CBM as the surface chemical potential is lo-
cated below VBM, as shown in Figure 3(a). The position of the surface chemical potential de-
pends on the doping level of the sample and also on band bending which can be slightly different
for each cleaved surface. After photoexcitation, the excited electrons are transiently subject to the
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Figure 3. (a–d) Photoelectron intensity maps in InSe acquired along the Γ−K direction and
plotted for different delay times. The conduction band is fitted by a parabolic function and
indicated by a red dashed line. (e) Dynamics of photoelectron intensity integrated in the
wavevector interval [−0.15,0.15] Å−1. (f) Intensity of electrons in the conduction band as
a function of pump–probe delay. The black solid line is an exponential fit with decay time
τ= 0.40 ps.

attractive Coulomb potential from the holes as well as to the semiconductor polarization, which
gives rise to two image potential states that are shown below the CBM. Image potential states are
well understood on polarizable surfaces such as on bare metal surfaces, metal layers on metals,
rare gas adlayers on different metallic substrates, and organic thin films on metal surfaces. To
our knowledge, this is the first time that the image potential states are found on the surface of
inorganic semiconductors. Moreover, we observe photoexcited electrons in the conduction band
with the maximum excess energy of ∼0.25 eV, as we estimated before. Such hot carrier cooling
is a complex process that involves carrier–carrier, carrier–phonon, and phonon–phonon interac-
tions. The dominant cooling process in InSe is carrier–phonon interaction, and generally there
are two coupling mechanisms that drive electron–phonon scattering in inorganic semiconduc-
tors. The first one is polar Fröhlich interactions due to electron–LO phonon scattering for po-
lar materials, that result from Coulomb interactions between the electrons and the macroscopic
electric field induced by the out-of-phase displacements of oppositely charged atoms caused by
the LO phonon mode. The second one is the electron-acoustic phonon scattering that is efficient
at very low temperature. In InSe, the polar Fröhlich interactions via LO phonon emission is the
dominant relaxation for hot carriers, allowing hot electrons to dissipate the energy in Γ valley
and eventually cool down to CBM. In order to gain quantitative insight on the evolution of the
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photoexcited states, we fit the dispersion of the Γ valley along Γ−K by the parabolic expression
E = E0 ±p2/2mc, where mc is the effective mass for the conduction band. As shown by the dotted
lines in Figure 3(b–d), the fitting curves reproduce with high accuracy the band dispersion with
mc = 0.1±0.01me, where me is the free electron mass. The mc of InSe extracted from the disper-
sion of the conduction band along Γ−K in InSe is consistent in the values from other measure-
ments such as transport and optical spectroscopy [20, 30]. Figure 3(e) shows the photoelectron
intensity I (E , t ) integrated in the wavevector window [−0.15,0.15] Å−1 and plotted as a function
of pump–probe delay. The total intensity of photoelectrons in the conduction band follows an
exponential decay with time constant τ = 0.40± 0.1 ps, as shown in Figure 3(f). This timescale
elucidates the main relaxation mechanism of hot carriers in the Γ valley, which is very similar to
pristine InSe without Sn doping [29]. Therefore, we ascribe the short-time cooling process to the
polar optical coupling with small momentum transfer.

Totally different from n-type bulk InSe with a direct band gap, pristine bulk GeSe is a p-
doped semiconductor and has an indirect band gap. The CBM of GeSe locates at the center
of Brillouin zone shown in Figure 2(c) and the gap is ∼1.35 eV, which enables us to directly
measure conduction band dispersion and hot carrier dynamics by time-resolved ARPES. From
the photoelectron intensity maps along the zigzag direction (Γ− Y ) shown in Figure 4(a–d),
we observe the dispersion of photoexcited electrons in the conduction band at zero delay and
positive delay. The chemical potential is ∼0.7 eV below CBM, which confirms the p-type nature of
the sample considering the indirect band gap of ∼1.13 eV. Like for most semiconductors, we don’t
observe any image potential states, which can be explained by the different surface properties
with respect to InSe. The maximum excess energy of hot electrons pumped by the infrared pulse
is ∼0.2 eV, which is similar to what found in InSe. However, the conduction band displays much
less dispersion and one can fit it by the same parabolic function with mc = 1.8±0.1me. It is worth
noticing that the mc in GeSe is one order of magnitude larger than that of InSe, which might be the
reason of significant mobility difference between the two materials. The photoelectron intensity
I (E , t ) integrated in the wavevector window [−0.2,0.2] Å−1 and the total photoelectron intensity
in the conduction band as a function of pump–probe delay are shown in Figures 4(e) and 4(f),
respectively. The time constant of the hot carrier decay process is τ = 1.58 ± 0.1 ps by fitting
the experimental data with exponential function, which indicates a much slower cooling process
than that of InSe. Considering the similar maximum excess energy of photoexcited electrons in
the conduction band of both materials, the time constant difference can be explained by the
difference in energy or the phonons participating in the electron–phonon coupling process. On
the other hand, the electron effective mass in GeSe is much larger than in InSe, and consequently
the hot electron distribution in k space is very different. The distribution of hot electrons in InSe
is within ±0.1 Å−1 in k space, while their range is significantly lager (±0.2 Å−1) for GeSe. All of this
can contribute to the difference between the hot carrier cooling processes in a direct band gap
semiconductor like InSe and an indirect band gap semiconductor like GeSe. Further theoretical
investigations will be necessary in order to clarify this issue.

4. Conclusions

In conclusion, we performed time-resolved ARPES on two different monochalcogenide semicon-
ductors: direct band gap InSe and indirect band gap GeSe. The dispersion of the conduction band
around the center of Brillouin zone and the corresponding hot electron dynamics are directly ob-
served. The electron effective mass is extracted from the parabolic dispersion and the time con-
stant of the decay process is obtained by exponential fittings. The electron effective mass in GeSe
is much larger than that of InSe, and this is consistent with the significant large mobility in InSe
found in previous studies. However, the decay process is much slower in GeSe, which might be
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Figure 4. (a–d) Photoelectron intensity maps in GeSe acquired along the zigzag direction
and plotted for different delay times. The conduction band is fitted by a parabolic function
and indicated by red dashed line. (e) Dynamics of photoelectron intensity integrated in the
wavevector interval [−0.20,0.20] Å−1. (f) Intensity of electrons in the conduction band as
a function of pump–probe delay. The black solid line is an exponential fit with decay time
τ= 1.58 ps.

related to the smaller matrix elements of the polar electron–phonon coupling [31]. Our observa-
tion of photoexcited states presented in this work provides useful information for further appli-
cations of InSe and GeSe in novel optical and optoelectronic devices.
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which hold promise for advancing our understanding of these intimately coupled chromophore–protein sys-
tems.

Résumé. La photo-isomérisation sub-picoseconde est la principale réaction initiant la conversion d’énergie
dans les protéines de rétinal, si bien qu’elle fait l’objet de travaux théoriques et expérimentaux approfondis
depuis plus de trente ans. Dans cet article de revue, nous revisitons la question toujours ouverte de savoir
comment la protéine détermine la vitesse d’isomérisation et son rendement quantique. A la lumière de
nos contributions récentes en ce domaine, nous décrivons le concept d’un mélange d’états excités réactifs
et non-réactifs, délicatement ajusté par les interactions stériques et électrostatiques avec l’environnement
protéique. De nouvelles perspectives et approches prometteuses sont décrites qui pourront faire progresser
la compréhension de ces systèmes chromophore–protéine intimement couplés.

Keywords. Photo-isomerisation, Retinal proteins, Chromophore–protein coupling, Non-adiabatic dynamics,
Photo-sensory proteins, Charge transfer state.
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Many organisms, from microbacteria to vertebrates, use photosensitive retinal proteins for
photo-chemical energy conversion or photo-sensory functions [1–3]. Visible light-absorbing reti-
nal proteins rely on the protonated Schiff base of retinal (rPSB) as chromophore, covalently
bound to the interior of a barrel-like “opsin” protein. Their biological activity is triggered by a
regioselective and stereoselective C=C double bond photoisomerization of rPSB, e.g. 11-cis to
all-trans for the visual pigment rhodopsin (Rho), all-trans to 13-cis for the proton pump bacteri-
orhodopsin (bR), or both 13-cis to all-trans and all-trans to 13-cis for the bistable, photochromic
Anabaena Sensory Rhodopsin (ASR). In all cases, the protein scaffold exerts electrostatic and
steric interactions on the chromophore [4–7], which tune the rPSB photoreaction dynamics, e.g.
the excited state lifetime (ESL) and its photoisomerization quantum yield (IQY), ultimately de-
termined by the branching ratio between reactive and non-reactive channels. The pronounced
influence of the protein interaction on rPSB photo-reactivity is evidenced by comparing with the
photoreaction dynamics and IQY of rPSB in other environments, e.g. in solution [8–14] or in vac-
uum [15].

The photoisomerization of rPSB occurs through a conical intersection (CInt), [16, 17] which
is an intersection seam between the excited (S1) and ground (S0) state potential energy surfaces
(PES), where the molecule transiently adopts a configuration with a nearly 90° twisted reacting
double bond. While it has been shown that there is no correlation between ESL and IQY [18–21],
many theoretical predictions agree, that the PESs topography and the nuclear motions at the
CInt decide on the branching between reactive and non-reactive pathways, hence on the over-
all IQY [17, 22, 23]. There is large scientific interest at investigating the photoreactions of reti-
nal proteins in order to decipher the intra- and inter-molecular parameters which tune the pho-
toreactivity of rPSB, as a model system for non-adiabatic dynamics through a CInt. In addition,
such a fundamental understanding would be the key to define chemical design strategies to con-
trol the photoreactivity of C=C double bond isomerization in retinal chromophores or similar
compounds. In particular, there is broad interest in producing rhodopsin mutants with an en-
hanced ESL and, as a consequence, fluorescence quantum yield (FQY) for applications in op-
togenetics [24, 25]. Moreover, understanding the dynamic structure-property relationships will
most likely indicate new avenues for tailoring molecular devices based on ultrafast C=C double
isomerization to perform photoswitching or rotary motion, at the molecular scale, with optimum
efficiency [26].

Section 1 gives a brief and necessarily incomplete account of recent experimental studies on
the effect of the environment of the photophysics of rPSB’s, with an emphasis on the electrostatic
properties, in particular the presence or protonation state of counter ions.
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Sections 2–4 concentrate on both electrostatic and steric effects on the ESL and FQY of rPSB
in different retinal proteins and rhodopsin-mimicking photo-switches in solution. Steric effects,
in particular the distortion of the rPSB in the ground state of 11C in Rho as opposed to the
more planar AT in bR is held responsible for the faster photo-isomerization reaction in Rho [27–
32], as will be corroborated in these sections. In Section 2, we review the concept of 1Bu/2Ag

mixing between the first two excited states (Figure 1), and how it translates both steric and
electrostatic properties comprehensively. Section 3 then treats the experimental manifestation
and quantitative explanation of these effects for Anabaena Sensory Rhodopsin and some selected
mutants. Section 4 extends this combined treatment to rhodopsin-mimicking photo-switches,
before Section 5 summarises the main concepts and outlines future avenues.

1. An open question studied on different systems

The protonation of the retinal Schiff base in VIS-absorbing retinal proteins makes these systems
distinctively different from their UV-absorbing sisters, which function with a deprotonated chro-
mophore [33]. The charge-transfer character of the lowest excited state [34, 35], S1, is at the heart
of the high sensitivity to the presence of counter ions and dynamic electrostatic interactions,
thereby controlling the excited state dynamics. This will be highlighted in the following para-
graphs.

1.1. Isolated rPSB’s in solution and gas phase

Since 11-cis (11C) and all-trans (AT) isomers are the ground state conformations of the visual
photo-receptor and of the large majority of microbial retinal proteins, respectively, these were
studied quite extensively as isolated molecules in solution and to a lesser extent in the gas phase.
It was first noticed that the absorption spectra in solution are significantly blue-shifted with
respect to the situation in protein cavities (referred to as the “opsin shift”). It can be quantitatively
explained by a stronger polarizability of the protein environment and interaction of the rPSB
with its counter ion in solution, reduced though for polar solvents, and, for AT rPSB, by an
enhanced ring/chain co-planarization in proteins [36–39]. In solution, the 11-cis isomer photo-
isomerization produces specifically the AT isomer, like in proteins. The IQY is however only about
25% in various solvents versus 67% in Rhodopsin. Conversely, the photo-isomerization of AT in
solution produces a variety of product isomers, unlike in proteins where it is 100% bond-selective,
and occurs with a total IQY in the range of 15% [40–42].

Femtosecond transient absorption and fluorescence spectroscopy consistently showed that
the excited state lifetimes and thus the isomerization times are significantly longer than in
proteins, with a dominant decay component in the 3–4 ps range, for both the 11C and AT
rPSB’s [8, 10, 12, 43–45]. For AT, sub-picosecond fluorescence decay components were attributed
to internal conversion and the dominant non-reactive back reaction [10, 21]. The ESL increase at
lower temperatures points to the existence of a small excited state barrier [12]. Conversely, in the
case of 11C in solution, the sub-ps component was attributed to the minority, barrier-less reactive
channel while the 4-ps component would characterize the dominant non-reactive channel [45].

In the absence of a counter ion or any polarisable environment, i.e. for rPSB’s in gas phase,
the absorption spectra of AT and 11C rPSB’s are red-shifted with respect to the protein spectra,
due to a relative destabilisation of S0 [46, 47]. The energies of the UV/VIS electronic transitions
are obtained by recording the photo-fragmentation action spectra of the cationic chromophores
held in an ion storage ring. Recently, this approach was extended to two-pulse experiments,
which allowed to record the excited states lifetimes in vacuo [15]. A first pump pulse resonantly
tuned onto the S0–S1 transition excites the molecules, and, after a delay time τ, a second pump
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Figure 1. Schematic representation of (A) the charge transfer character and bond length
alternation (BLA) of the most relevant electronic states S0, S1 and S2 of rPSB in Franck–
Condon geometry, and (B) two extreme cases of weak and strong mixing of the 1Bu and
2Ag character of the first two excited states, presented together with S0 as a function of an
effective isomerization coordinate, limited to the first 90° rotation of the reactive double
bond (see also Figure 11). Note the conical intersection (CI) between S1 and S0. Refer to
Section 2 for a more detailed discussion.

pulse at 800 nm promotes the molecules further to S3. This additional excess energy stored in
the molecule leads to enhanced photo-fragmentation, as compared to the pump pulse-only
case. Due to the limited ESL, the fragmentation enhancement is dependent on τ, and the
delay-dependent signal measures the time-dependent fraction of excited molecules. A series of
comparative experiments, including the effect of temperature concluded that, in vacuo, 11C rPSB
has an almost barrierless fast decay (≈0.4 ps at room temperature), while AT shows a barrier-
controlled >3 ps decay.

Hence, both solution and gas phase experiments suggest, that in visual rhodopsin the ESL is
inherited from the “intrinsic” properties of the 11C chromophore [15, 45], whereas in bacterial
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Figure 2. Crystallographic structure of bR (pdb entry 5ZIL), at pH = 7, highlighting the reti-
nal chromophore RET (green), covalently bound to Lys216 (blue). The protonated Schiff
base linking Lys216 and RET, is connected to the counter ion, the deprotonated aspartic
acid D85, via a water molecule. Right: the zoom shows the H-bonding network involving
three waters and key residues. Their effects on bR’s ESL and IQY was studied by femtosec-
ond spectroscopy (see text).

rhodopsins, the protein tunes the excited state potential energy surfaces (PES) of AT in terms of
barrier height and bond selectivity [15, 44]. The origin of these environment-induced modifica-
tions of the PES will be discussed in detail in Section 2, on the basis of computational results in-
volving mixing of the first two excited states. While such modelling allows rationalizing the ef-
fect of the protein environment on the ESL, the question about how the proteins tune the IQY of
11C and AT chromophores remains largely open. So far, only in the unique case of rhodopsin—
showing the fastest photoisomerization reaction—a direct connection was established between
the specific vibrational motions driven by the PES topography and the IQY, pointing to the cen-
tral role of the relative phase between a few essential vibrational modes at the moment of decay
at the CInt [23].

1.2. Effects of mutations and pH on excited state dynamics of retinal proteins: a selection

The most studied microbial rhodopsin is bR, a light-activated proton pump, found in Halobac-
terium salinarum [48]. In its light-adapted form, it binds the rPSB primarily in the AT form. In
wild-type bR, AT → 13C photo-isomerization occurs within ≈0.5 ps [49–52], and with a quantum
yield of ≈65% [53–55]. As shown in Figure 2, the crystallographic structure, at pH = 7, identifies
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the deprotonated aspartic acid D85 as the main counter ion of the rPSB connected via a H-bond
network with D212 and R82 via three water molecules [28]. First experimental work by El-Sayed
and Lanyi [56,57] reported that the replacement of charged residues in the mutants D85N, D212N
and R82Q by neutral ones increases the excited state lifetime and thus isomerization time by a
factor of 5–20. Replacements of uncharged residues in mutants D115N or Y185F did not change
the lifetimes significantly. The exact analysis was complicated by the fact that mutations, much
like acidification [58], induce a mixture of AT and 13C isomers in the ground state. The observa-
tions were explained by a valence bond resonance model describing the excited state as a linear
combination of wavefunctions, the electronic densities of which have the positive charge translo-
cated from the Schiff base to different C atoms with odd numbers along the polyene chain. This
provokes for every ground state double bond a reactive single bond character in the excited state,
but depending on the fraction of local positive charge. Due to the nearby negatively charged D85
and D212, the positive charge is stabilised best on C13 in the excited state of wild-type bR, pro-
viding an intuitive explanation of the bond selectivity of the AT → 13C isomerization process. The
excited state single bond character of C13=C14 allows then for a barrierless and therefore ultra-
fast isomerization. These effects are absent when D85 and D212 are replaced by neutral residues
or if they are protonated (neutral) as in R82Q at pH = 4 [56]. The results for D85N were later con-
firmed and complemented by femtosecond photon echo spectroscopy, which provided evidence
for a large sub-100 fs dielectric relaxation of the protein environment [59].

Another more recent example for large effects on ESL and IQY related to the chromophore
environment, was recently reported for KR2, from Krokinobacter eikastus. In 2013, it was discov-
ered as the first light-activated Na+ pump [60]. Its crystallographic structure was resolved [61,62],
highlighting particular motifs responsible for Na+ binding at the protein periphery, and most im-
portantly a transient Na+ binding site, in the vicinity of the rPSB, made up of D116, N112 and
D251, and, with respect to bR, a modified H-bonding network. Comparing the crystal structures
at neutral and acidic pH allowed to identify the flipping of the retinal counterion, the aspartic
acid D116, as a key element for Na+ pumping. At neutral pH, D116 is H-bonded with retinal’s
Schiff base (rotamer 1), but during the M intermediate of KR2’s photocycle, protonation of D116
via the Schiff base (SB) occurs. This would lead to its re-orientation (rotamer 2) and disruption
of the otherwise strong H-bonding network, thus enabling Na+ translocation [61]. The overall
structural changes associated with Na+ pumping were very recently analyzed by time-resolved
serial X-ray crystallography and QM/MM simulations, covering the pico- to milli-second time
scales [63]. However, the changes in the SB-D116 distance were observed to be much smaller
than expected, and no clear evidence for the existence of two rotameric states was found in the
photocycle at pH = 8.0.

Regarding ultrafast events, Hontani et al. reported a spectroscopic investigation of the full
photo-cycle, and in particular the primary AT→ 13C isomerization to occur in KR2 within≈200 fs,
at pH = 8.0 [64]. This is significantly faster than for other microbial rhodopsins bearing AT rPSB
in the ground state and was attributed to steric effects, i.e. distorsion of the AT isomer [65]. Tahara
et al. investigated the effect of pH on the primary photo-reaction by femtosecond transient
absorption spectroscopy (TAS) [66], with the main objective of obtaining new insights into
minority excited state species with >3 ps lifetimes observed at pH = 8.0 [65]. Protonation of
D116 occurs for pH < 7, and leads to a significant red-shift of the absorption spectrum [60],
due to destabilization of the protonated SB ground state (S0). KR2 at pH < 7 and the D116N
mutant show several ps excited state decay components, in addition to the 0.18 ps ESL, whose
amplitudes increase for lower pH values. The opposite is observed for pH > 7. A good correlation
with the pH-dependent IQY showed that only the 0.18 ps decay channel is productive in terms
of isomerization. A more detailed analysis of the data suggests that, rather than the protonation
state of D116N, the key parameter favoring the fast and efficient excited state pathway is the
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orientation of that residue and its fraction of population able to form H-bonds with retinal’s
Schiff base [66]. While a similar co-existence of multiple excited state decay components was
previously attributed to reactive and non-reactive excited state pathways [21, 44, 56, 67, 68], this
study points to the central role of structural inhomogeneities in the ground state, modulated by
the protonation of D116N. Similar conclusions were recently drawn by the same authors for
the photo-isomerization reactivity in proteorhodopsin [69]. In conclusion, KR2 appears to be
a particular retinal protein, affording a flexible and thus disordered Schiff base environment,
required for the binding of Na+, but at the cost of a relatively low isomerization IQY. Nevertheless,
intensive research is under way to use KR2 as a platform for genetic modifications in view of
applications in optogenetics [3, 24, 70, 71].

Last but not least, it is worth noting that the protein environment should not be considered as
a rigid grid of point charges. In addition to ultrafast nuclear motion of the surrounding residues
and their related charges [72, 73], several experiments performed on bR point to a dynamic
electronic response, upon excitation of rPSB, in particular for the polarisable nearby Trp residues,
such as Trp86 [74–76]. From a computational point of view, these effects would require a quantum
mechanical treatment of the large “rPSB/polarizable residue” system [73] and are out of the scope
of the present review.

2. Theoretical framework: potential energy surfaces and CInt

Since the rPSB is a special case of a linear polyene chain, the role of possible interactions of
the first and second excited states (S1 and S2) has been frequently evoked and examined in the
past [5, 77–82]. Adopting the symmetry nomenclature of polyenes, the electronic ground state is
referred to 1Ag, and the first excited states to 1Bu and 2Ag symmetry (cf. Figure 1), even though
the chromophore is asymmetric due to the positive charge on the Schiff base end. Hence, at the
FC point (i.e., at the S0 equilibrium structure), S0 has 1Ag covalent character with alternating
single/double bond lengths, and a positive charge located on the C=NH2 framework end. With
respect to the ground state, the 1Bu state can be described by a bonding π to an anti-bonding
π∗ electronic transition, delocalized all over the retinal backbone. Such a modification triggers a
substantial structural change, characterized by single and double bond inversion (cf. Figure 1),
hence the bond length alternation (BLA, defined as the average single bond length—average
double bond length) changes sign. Negative BLA is necessary for the isomerization to occur, i.e.
1Bu is the reactive configuration. In addition, the state has a pronounced charge-transfer (CT)
character, which implies that the positive charge on the C=NH2 framework end is reduced and
translocated to the polyene backbone. By contrast, the S2 PES has 2Ag diradical (DIR) character
with a strongly reduced BLA. Compared to 1Bu, isomerization is hindered, and the state has non-
reactive character. Last, similar to 1Ag, the positive charge remains located on the C=NH2 Schiff
base end [83]. The different charge distributions in these three states lead to a situation where
their energy differences,∆E(S1−S0) and∆E(S2−S1), are very sensitive to electrostatic interactions
and thus to static or dynamic modifications of the environment (see below).

From recent quantum chemical computations, it is now well recognized that the energies of
the 1Bu and 2Ag states are strongly dependent on the isomerization coordinate, hydrogen-out-of-
plane motion and C=C dihedral angles, and that they may even come into degeneracy [84–88].
In such extreme cases, the 1Bu/2Ag mixing is complete, and the system oscillates in S1 between
the CT and DIR character, with a frequency determined by BLA. Such a regime was very recently
reported to occur in bR, during the first 100 fs after excitation and only if the laser pulse was tuned
to shorter wavelengths in order to explore higher vibronic states in S1 [87].

In recent years, several papers reported on QM/MM calculations, which addressed the
dynamic 1Bu/2Ag coupling along the reaction coordinate, in more general cases. Blending
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Figure 3. QM/MM trajectories of AT/ASR (A), 13C/ASR (B), and 11C/Rho (C). S0 (red), S1

(green), and S2 (blue) The main out-of-plane (deviation larger than ±5°) dihedral angles
of the S0 equilibrium structure of the rPSBs are given at the top, together with the bicycle
pedal motion driving the isomerization on S1 with reversed bond order. The vertical dashed
arrow represents weak fluorescence. Labels ASRAT, ASR13C and Rh correspond, respectively,
to AT/ASR, 13C/ASR and 11C/Rho in the text. Reproduced with permission from [86].

non-reactive 2Ag character into the S1 state, extends the excited state lifetime. It turns out that
the strength of 1Bu/2Ag interaction depends critically on the GS geometry of the rPSB (e.g. 11-cis
versus all-trans) and on the electrostatic properties of the environment, no matter if it is a solvent
or the protein cavity. The then created excited state potential energy landscape may be fully re-
active or present barriers (cf. Figure 1(B)), and is thereby determining the ESL and thus the FQY
and isomerization reaction speed.

Since 13-cis rPSB in microbial protein environments have ESL close to the ones of 11-cis
rhodopsin, and both types of chromophores are found to be non-planar, it was concluded that
a pre-twist is synonymous of a displaced excited state potential [30, 89–91] (in particular along
hydrogen-out-of-plane motion (HOOP), which display larger Raman activities, cf. Section 3). This
would lead to a more effective acceleration of the excited state wavepacket along the reaction
coordinate [81, 92]. Recent multi-configurational QM/MM simulations go a step further and
rationalise the effect of the rPSB geometry on the excited state energy landscape computing
the S1 and S2 energies of the full chromophore within CASSCF or CASPT2 approximations,
and embedded in the respective natural protein environments (bovine rhodopsin for 11-cis—
11C/Rho; ASR for 13-cis (13C) and all-trans (AT), AMBER force fields) [86].

Figure 3 shows the QM/MM trajectories for the three cases in the first 200 fs or until the S1/S0

CInt is reached. The computed energies are found to oscillate following the BLA. For 11C/Rho, S1

and S2 are separated at all times and they preserve their 1Bu and 2Ag character, respectively until
the CInt is reached, i.e. the 1Bu/2Ag coupling is negligible (panel (C)). S1 therefore preserves a
strongly reactive CT character, and Figure 4 shows that bond length inversion is complete (BLA <
0) along the C5=C6–C7=C8–C9=C10–C11=C12 fragment of the chromophore. Both effects lead
in the specific protein environment to a barrierless potential and a rapid down-hill progression
reaching the CInt within less than 100 fs, in agreement with experiments [31, 93–96].

In 13C/ASR, after an initial BLA displacement, S1 and S2 are degenerate in the 40–80 fs time
interval, and the dihedral angles, along the C13=C14 and C15=N axes, remain almost planar [86].
During the same period, Figure 4 shows that BLA is positive, i.e. S1 is dominated by a non-
reactive DIR character associated with a very limited charge transfer from the –C=N moiety.

C. R. Physique — 2021, 22, n S2, 111-138



Damianos Agathangelou et al. 119

Figure 4. BLA changes in ASR and Rho. (A) BLA changes for the AT/ASR chromophore
along the full conjugated chain (solid line), along the C5=C6–C7=C8–C9=C10–C11=C12–
C13=C14 fragment (dotted line), and along the –C13=C14–C15=N fragment (dashed line).
(B) Same data for the 13C/ASR chromophore. (C) The BLA along the full conjugated chain
for the 11C/Rho (solid line), along the C5=C6–C7=C8–C9=C10–C11=C12 fragment (dotted
line), and along the –C11=C12–C13=C14–C15=N fragment (dashed line). Reproduced with
permission from [86].

Only after 80 fs, does S1 display a negative BLA, a substantial charge transfer and a reactive
1Bu character, with a down-hill progression towards the CInt by ≈150 fs, in agreement with
experiments [19, 90, 97]. For AT/ASR, S1 and S2 are found to remain degenerate during the
whole simulation interval of 200 fs (Figure 3). BLA is positive, meaning a non-reactive DIR
character prevails (Figure 4(A)), explaining the longer ESL observed for AT than for the 13C rPSB
in ASR [19, 90, 97].

The above empirical rule stating that the chromophore’s isomeric state combined with
protein-imposed deformations would control the ESL can now be explained rather intuitively,
in terms of the dominant 2Ag or 1Bu character. In fact, AT/ASR maintains four conjugated double
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bonds (C5=C6–C7=C8–C9=C10–C11=C12–) with a reduced, but still positive BLA, rather than
bond length inversion (Figure 4(A)). Such a polyene-like pattern accommodates the non-reactive
DIR electronic structure better than the CT structure. On the other hand, due to the pre-twisted
β-ionone ring on one side and the rapidly twisting C11=C12 on the other, 11C/Rho offers a
shorter fragment with two conjugated double bonds (C7=C8–C9=C10–C11) with a negative (in-
verted) average BLA value (Figure 4(C)). As a consequence, ∆E(S2–S1) will rapidly decrease to-
wards a degeneracy along the photoisomerization coordinate in AT/ASR and 13C/ASR but not
in Rho.

In subsequent publications, the concept of 1Bu/2Ag mixing was further investigated compu-
tationally for the environment-induced differences of 11-cis rPSB in methanol and in Rho [84],
and for the effects of substitutions of the all-trans rPSB in solution with electron-donating or—
withdrawing groups [84,88]. Experimental data, regarding the ESL [11,98], where consistently re-
produced and explained in terms of the build-up of an excited state barrier or flat, population-
stabilising regions due to an increased 2Ag character in the S1 state, limiting its reactivity. In sum-
mary, the concept, which emerges from these theoretical results, is that both steric and elec-
trostatic effects act through the modifications of the S1/S2 energy landscape in determining the
ESL of rPSB in different protein environments (exemplified in detail in Section 3), and also of
rhodopsin-mimicking photo-switches in solution (Section 4).

3. Effects of point mutations: the case of Anabaena Sensory Rhodopsin

Anabaena Sensory Rhodopsin (ASR) is a membrane protein of 261 residues (26 kDa) found in the
eubacterium Anabaena (Nostoc) sp. PCC7120 [99], and is part of the family of archeal microbial
rhodopsin, as much as bR or sensory rhodopsin from Halobacterium salinarum [1, 100]. The
main structural differences with respect to bR are the replacement of Asp212 in bR by Pro206,
a non-polar residue, in the vicinity of the rPSB and a hydrogen-bonding network from Lys210 to
Glu36 [101].

Regarding the ultrafast photo-isomerization, it is most notable that ASR bears a mixture of all-
trans, 15-anti (AT) and 13-cis, 15-syn (13C) rPSB isomers, the relative content of which depends
on the illumination, so-called “light-adaptation” conditions. When left in the dark, the dark-
adapted (DA) form adopts 97% AT, which drops to less than 50% under illumination with orange
light, at neutral pH [102]. In the context of obtaining insight into the mechanisms by which retinal
proteins catalyze the rPSB photo-isomerization reaction, ASR is a model system allowing to study,
within the same protein, the protein–rPSB interactions for two different rPSB conformers at the
same time. Interestingly, at pH = 7, both isomers display markedly different excited state lifetimes
(ESL): ≈0.7 ps for AT, and approx. 150 fs for 13C [19, 90, 97, 103]. This was empirically related to
the fact that 13C is twisted in the ground state conformation [101], but different electrostatic
or dynamic interactions with the protein charge distribution may also play a role. The different
excited state lifetimes were rationalized by quantum chemistry computations of the excited state
potential energy surface (PES) along the minimum energy paths in ASR [22], and with excited
state trajectory calculation [84, 86, 104]. As shown in Figure 3, it was found that the S1 PES of
13C is barrierless, while that of the AT form displays a plateau or a slight barrier that could
account for a short resting period of the excited state population. The precise origin of these
different shapes of the S1 PES for both isomers, and the mechanism of their fine-tuning by the
protein interaction has motivated the research efforts described below. While Sections 3.1 and 3.2
summarize primarily experimental work on the electronic and vibrational dynamics of AT and
13C/ASR, as a function of mutations, Section 3.3 reviews a combined experimental/theoretical
study of two cases of mutations which track the molecular origin of a 12-fold enhancement
of the ESL.
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3.1. Effect of mutations on the ESL: rationalising spectral shifts and effects on excited state
lifetimes

Our first joint paper on mutation-induced effect in ASR, published in 2018, reported a combined
experimental and computational study of the spectral shifts, the ground state vibrational spectra
and isomerization reaction times of the AT and 13C isomers in the mutants L83Q, V112N and
W76F [105].

3.1.1. Effects of the modified protein electrostatics on the isomer-specific absorption spectra

In L83Q and V112N, the nonpolar residues Valine and Leucine are replaced by the polar but
neutral Glutamine (Q) and Asparagine (N), respectively, while the W76F mutation reduces the
electron density and removes a small dipole close to the rPSB backbone (Figure 5). All mutations
lead to blue-shifts of the DA and LA ground state absorption spectra with respect to wt-ASR [105].
Light-adaptation was carried out either with an orange (OA, 590 nm) or a blue (BA, 460 nm) LED,
and the light-adaptation with the highest 13C isomer ratio was retained. The latter was higher
than 50% in all cases, as for wt-ASR. V112N and W76F exhibit a blue-shift under LA as wt-ASR
and many other mutants. The absorption spectrum of the 13C isomer of these mutants shifts
by 2 nm (V112N) and 8 nm (W76F). L83Q, the blue-most shifted mutant, surprisingly shows the
opposite effect, with the 13C isomer being 6 nm red-shifted with respect to AT.

From a purely computational structure of the mutated protein–chromophore complexes, ob-
tained by the automatic retinal protein model (ARM) [106], the mutation-induced shifts were
correctly reproduced, as well as the amount of LA-induced blue-shifts for W76F and V112N. For
L83Q, ARM produced a wrong orientation of the dipoles of Q83, which was corrected “manually”.
This produced absorption maxima consistent with the observations, including the inverted LA ef-
fect. By comparing both the effects of steric and electrostatic modifications, it was concluded that
the latter effects are dominant, in particular for W76F. Indeed, the mutation-induced changes of
the rPSB configurations cause, with respect to the wt-ASR, rather a red-shift and not the experi-
mentally observed blue-shifts. For both the V112N and W76F mutants, a change from Valine to
Asparagine, near the β-ionone ring of the chromophore, and Tryptophan to Phenylalanine pro-
duces a destabilization of S1 and a smaller stabilization of S0. Hence, the observed blue-shift of
the S0–S1 transition energy is a combined effect of S1 up-shift and S0 down-shift.

3.1.2. Effects of the modified protein electrostatics on the reaction kinetics

The excited state lifetimes and the isomerization reaction times were determined by broad-
band transient absorption spectroscopy in the 340–750 nm range, covering the characteristic
bands of ground state bleach (GSB), excited state absorption (ESA) and stimulated emission (SE),
as well the photo-product absorption in the J and K states of both AT and 13C isomers. The latter
are obtained by the standard procedure subtracting the experimentally determined contribution
of AT excited isomers, from the LA data. Values for ESL were extracted from ESA and SE decay
times. For the AT isomers (DA), the ESA decay appeared to be bi-exponential, while it displayed
mono-exponential decays for the small signal SE region probed (700–750 nm). When the SE is
studied at longer wavelengths and maximum signal, all mutants display a multi-exponential ex-
cited state decay, as found for wt-ASR [90], and in agreement with the ESA decays (to be pub-
lished). The fast component was found to be significantly reduced with respect to the 0.75 ps ESL
of AT in wt-ASR, with L83Q showing an ESL as short as 120 fs. Whether the second slower com-
ponent (in the 0.5–0.7 ps range, amplitude ≤30%) also leads to isomerization is difficult to ascer-
tain since the rise of the photo-product (PPA) or J-state absorption naturally allows to unambigu-
ously determine only the fastest component. A potential slower rise appears to be rather com-
pensated by the signal decay to the J-to-K vibrational relaxation (Figure 6). We therefore quoted
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Figure 5. Calculated structures of the AT rPSB and the mutated residues L83, W76 and
V112N in DA ASR (A). The replacement of Trp76 by a Phenylalanine reduces the electron
density close to the AT rPSB backbone (B). Introduction of the polar Glu at position 83 and
Asp at position 112 (C and D) changes the electrostatic interactions with rPSB in both S0

and S1.

the “isomerization reaction time” (IRT) extracted from a combined analysis of GSB, ESA, SE and
PPA: L83Q—120 fs, V112N—230 fs and W76F 340 fs for the AT isomers. These values are presently
reconsidered on the basis of the near-IR SE, which allow to determine ESL with higher accuracy
(higher signal and zero background, Figure 6). Nevertheless, the initially reported incidental cor-
relation is confirmed: the larger the spectral blue-shift of the GSA, the smaller the IRT.

For 13C, the mutations did not alter the IRT as much as for AT, but the values rather indicate
the opposite trend: a small but significant increase of ESL and IRT. This an important result,
which confirms the initial strategy of choosing ASR as a model system: the protein–chromophore
interactions act differently, namely in an opposite fashion, on the two isomer conformations.
The molecular basis for this observation is unclear and is the subject on ongoing work both
computationally and experimentally. A central question is to figure out in as much LA changes
the entire coupled protein–chromophore system in what we call the “13-cis isomer”. i.e. both the
chromophore and the protein likely undergo LA-induced structural changes.

3.2. Details from femtosecond vibrational spectroscopy

First vibrational spectra obtained by femtosecond non-resonant (pump-)DFWM were also re-
ported in this paper [105] for the isomer ground states in DA and LA, as well as their photo-
isomerized K states (pump delay 100 ps). The procedure for extracting AT- and 13C-pure
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Figure 6. Transient absorption data for the ASR mutant L83Q in DA conditions (≈100% AT).
(A) Combined UV–VIS and near-IR prob wavelengths, for the delay times indicated in the
legend. Ground state bleach (GSB), excited state absorption (ESA), and stimulated emission
(SE) highlight signal from S1. In the 550–600 nm range ESA turns into “hot” ground state
absorption by ≈200 fs. (B) Kinetics at selected wavelengths. The red dashed line is a guide
to the eye with a 200 fs rise time for the “hot” ground state absorption.

vibrational spectra was explained in detail, and exploited more thoroughly in a subsequent pub-
lication [91], summarised and discussed in the following.

The vibrational spectra of both AT and 13C isomers in ASR both in the ground and excited
states were analysed in detail [91]. The experimental techniques used rely on degenerate four-
wave-mixing (DFWM) and impulsive vibrational spectroscopy (IVS), which can be performed
also in the excited state, due to the action of an actinic pump pulse as a function of delay
time [107–110].

The ground state vibrational spectra of both DA and LA forms of ASR were obtained by
non-resonant DFWM and IVS, and compared to traditional spontaneous Raman spectra. Non-
resonant schemes used a spectrally broad sub-15fs pulse centered at 650–660 nm, and revealed
very different resonances in the high-frequency range above 1000 cm−1 and, most importantly, a
much stronger Raman activity for 13C in the hydrogen-out-of-plane (HOOP) region around 800–
900 cm−1. All these observations are in-line with the differences between AT and cis rPSB confor-
mations in other retinal proteins, like bR or channel-rhodopsin. Supported by MD simulations
on the ground state, it was suggested that the larger distortion hinted on by the HOOP activity is
located at the C14–C15 bond, rather than on the reactive C13=C14 bond, in agreement with X-ray
data of ASR [101]. As for 11-cis rPSB in Rho, this pre-twist of the 13C chromophore, as opposed to
the planar AT configuration, was identified as one of the reasons for the shorter ESL of 13C.

The structural changes in the excited state were followed by exciting each isomer with an ac-
tinic pump. The pure spectra of the excited state was obtained since the GS spectra of each iso-
mer and the photo-products KAT and K13C could be measured separately [91]. In particular, the
frequency of the C=C stretch and CH3 rocking modes showed a transient blue-shift for both iso-
mers, consistent with a reduced conjugation length, induced by the torsional motion. Indeed,
in a 90° twisted conformation, the C14–C15–N and C5=C13 moieties are disconnected electron-
ically. Most importantly the dynamics of the transient frequency shifts mirrors the excited state
and reaction lifetimes qualitatively. The blue-shift occurs almost immediately upon excitation
for 13C and decays with a half-time of 150 fs. The AT frequency shifts reach maximum only af-
ter 0.2 ps and adopt the KAT values only by 0.6 ps. These studies also showed that the amplitude
of these isomerization-induced changes in the CH3 rock frequencies were different for AT as for

C. R. Physique — 2021, 22, n S2, 111-138



124 Damianos Agathangelou et al.

13C, which is taken as an indication that isomerization causes a larger rotation around the central
C13=C14 bond for AT than for 13C, in agreement with previous FTIR results on the cryo-trapped
K intermediates [102].

In addition, low frequency vibrations (<400 cm−1), related to excited state modes, identified
previously in transient absorption experiments [97], were shown to appear after a short induction
time; shorter for 13C than for AT.

3.2.1. Effects of mutations on the ground state vibrational spectra

The mutants L83Q and V112N were studied by femtosecond DFWM and IVS in the DA and
LA states [111], under exactly the same conditions as the ones used in the above TA experiments.
It was found that mutations lead to an enhanced HOOP mode activity in the AT ground state
of L83Q and V112N indicating a pre-distorsion of the chromophore either around the active
C13=C14 bond or neighbouring C14–C15 bond of the ground state compared to the AT-isomer in
the wt-ASR [111]. Additionally, the high frequency vibrations related to C–C single bond or C=C
double bond stretch, as well as CH3 rock modes change consistently with a reduced conjugation
length, induced by the pre-distortion. In agreement with previous experimental and theoretical
work, the pre-distortion is held responsible for the drastic reduction of the excited state lifetimes
for the mutants, as compared to AT in wt-ASR. On the other hand, the mutations do not seem to
enhance the pre-distortion already observed for the 13C isomer in wt-ASR, in agreement with a
small increase of the ESL for 13C.

In summary, time-resolved vibrational spectroscopy, here accessed via degenerate FWM and
IVS, provided new insights on structural changes during the isomerization process. For wild-
type ASR and its mutants, the observations are perfectly in line with the theoretical predictions
outlined in Section 2 (Figure 3), underlining here the role of a pre-twist in 13C/ASR for reducing
the excited state barrier and leading to the shorter ESL.

3.3. Towards a rational prediction of the excited state lifetime of AT rPSB in mutants

While a detailed and comprehensive computational analysis of the mutation-induced effects on
the excited state lifetimes of AT and 13C for the above mutants is still ongoing, we examined fur-
ther mutations with the aim of achieving an ASR mutant with an increased excited state lifetime
and thus FQY. This is of particular importance in the area of optogenetics, combined, if possible,
with an increased absorption of the mutants in the red or near-IR region of the spectrum [24]. We
recently reported an almost 10-fold increase of FQY in the ASR double mutant W76S/Y179F, and
rationalised the observations within the context of the modified protein electrostatic environ-
ment, including the computational analysis of the excited state electronic structure and lifetimes
of wt-ASR and the L83Q mutant [112]. The theoretical framework outlined in Section 2, is central
to understanding the mutation-induced modifications of the 1Bu/2Ag mixing along the reaction
coordinate, which, in this paper was traced down to the electrostatic interactions of the mutated
residues.

The experiments were performed on the DA forms of wt-ASR and on the L83Q and
W76S/Y179F mutants, together with two light-adapted forms of the latter. We focused on the
mutation effects on the AT isomers, which accumulates to >95% in DA wt-ASR and L83Q, and is
highest in orange-adapted form of W76S/Y179F (39%). While fluorescence of the non-canonical
7- and 9-cis isomers was minimised in the double mutant, by excitation with >520 nm light, con-
tributions from 11- and 13-cis cannot be excluded. We found that the FQY was lowest for wt-
ASR and increased by a factor of 2.2 for L83Q, and by 7.9 and 6.9 for orange- and green-adapted
W76S/Y179F, respectively.

The mutation-induced shifts of the ground state absorption and steady-state emission spec-
tra are reported and reproduced with high accuracy by the QM/MM method. The latter is
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based on the ARM protocol [113], which employs the CASSCF method which is an ab initio
(wavefunction-based) multi-configurational quantum chemical (MCQC) method coupled with
the Amber molecular mechanics force field to obtain the S0 QM/MM models of rhodopsins semi-
automatically. Vertical excitation energies are then computed using multiconfigurational second-
order perturbation theory (CASPT2) to account for the missing dynamic electron correlations.
The level of agreement with the observed trends in absorption and fluorescence experiments in-
dicate that the descriptions of the steric and electrostatic effects of the different protein environ-
ments on the S0 and S1 relaxed structure are trustful, and can be extended to describing the S1

dynamics.
These were experimentally probed by measuring the decay of stimulated emission (SE) in

the 850–1250 nm range, with ≈60 fs time resolution. The SE decays turned out to be almost
wavelength-independent, and bi-phasic for all studied ASR variants. We thus compared the
average values of ESL with the relative increase of FQY, and found that the FQY increases
proportionally to ESL for W76S/Y179F with respect to wt-ASR, according to FQY = ESL × kr

with kr the radiative rate, generally assumed to be constant. Interestingly, L83Q showed a 2.2-
times larger FQY than wt-ASR, despite an almost 2-fold reduction of the ESL, indicating that
L83Q has a higher radiative rate than the wild-type. This and the effects of the mutations on
ESL were explained by calculations of the S1 relaxation/reaction paths and by computing 200 fs
semi-classical trajectories (Figure 7).

Indeed, relaxed scans of the S0, S1 and S2 energies along the C12–C13=C14–C15 dihedral angle,
computing minimised energies for fixed dihedral angles, indicate that the S1 profile is barrierless
for L83Q, while it is flatter and displays shallow barriers of ca. 3 and 6 kcal/mol for wt-ASR and the
double mutant, respectively. The barriers have a maximum close to 120° torsion of the reactive
C13=C12 double bond. The excited state lifetimes are best simulated by trajectories computing
the time-dependent energies of the S1 and S2 states and their crossing with S0 at a conical
intersection (Figure 7). Here the kinetic energies in all vibrational modes of the chromophore
are included, leading to different and time-dependent energy differences, in particular between
S1 and S2. Only for L83Q do the computations predict an ultrafast S1/S0 crossing by ≈100 fs,
consistent with the fastest 0.27 ps decay time observed in SE. On the other hand, Figure 7 shows
that wt-ASR and W76S/Y179F do not reach the CI within the simulation time, consistent with
the observed shortest decay times above 500 fs and with the computed S1 barriers in the relaxed
energy scans.

Interestingly, the mutations act through different mechanisms on the 1Bu/2Ag mixing. For
L83Q, the reactive character of S1 is induced through electrostatic interactions imposed by the
protein environment, while in W76S/Y179F the stabilisation of emissive regions on S1 is due to
subtle changes of the chromophore structure. This was given evidence for by computing the S1

energy profiles along the isomerization paths in vacuo, i.e. for the isolated rPSB taken with its
protein geometry. Indeed, in the case of the L83Q chromophore structure, the energy profile
appears to be very similar to the one detected for the rPSB in wt-ASR and W76S/Y179F protein
environment, which would lead to a picosecond excited state lifetime and an enhanced emission.
Since these are not observed, the short ESL in L83Q is a consequence of the protein environment.
The computations indicate a reorientation of the π-conjugated chain along the reaction path in a
way that enhances the interaction with the polar side chains of Q83. At the same time, the positive
charge on the Schiff base end is further reduced upon increasing the C12–C13=C14–C15 dihedral
angle (Figure 8). Both effects lead to an electrostatic stabilisation of S1 along the reaction paths
and thus to a barrierless progression on the S1 PES.

On the other hand, the in vacuo analysis for wt-ASR and W76S/Y179F shows no qualitative
changes in the energy profiles with respect to the respective protein environments. This indicates
that the S1 barrier is not induced but only marginally modulated by electrostatic interaction.
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Figure 7. (A,C,E) CASPT2/CASSCF/AMBER energy profiles along the S1 (green squares)
isomerization path of L83Q, wt-ASR, and W76S/Y179F, respectively, computed in terms
of a relaxed scan along the C12–C13=C14–C15 dihedral angle. Note the appearance of
an excited state barrier for wt-ASR, and W76S/Y179F. Energy profiles of S0 and S2 are
indicated by blue diamonds and red triangles, respectively. (B,D,F) Excited state QM/MM
FC trajectories of L83Q, wt-ASR, and W76S/Y179F, computed at three-root state-averaged-
CASSCF/AMBER level of theory and corrected at the CASPT2 level. S0 (blue diamonds), S1

(green squares), and S2 (red triangles) CASPT2/CASSCF/AMBER energy profiles along the
FC trajectories. The reaction path diagram in panel (E) is different from the corresponding
panel in Ref. [112]. In fact, the presented path has been computed using a 3-root CASSCF
level—rather than 2-root state average—to be consistent with the results presented in
panels (A) and (C).
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Figure 8. Evolution of the dihedral angles (A) and charges on the Schiff base end (B) along
the isomerization path for L83Q. The C12–C13=C14–C15 dihedral angle is ≈−170° (left) and
−120° (left). Adapted from Ref. [112].

Rather, it is an intrinsic feature of the rPSB conformation. The increased S1 barrier in W76S/Y179F
is due to subtle geometrical changes with respect to the rPSB geometry in wt-ASR. Indeed, the
computations show that it is possible to transform the wt-ASR S2, S1, and S0 energy profiles into
W76S/Y179F-like energy profiles by simply changing the backbone dihedral angles along the wt-
ASR reaction coordinate to the corresponding W76S/Y179F values. This is remarkable because
those are limited changes that indicate the fluorescent tuning in rhodopsins might be achieved
also through subtle geometrical (i.e. steric) effects.

In conclusion, this combined experimental and computational study outlines two pathways
for a rational design of ASR mutants with enhanced ESL and FQY. It was shown that mutations
can induce steric effects that induce a pronounced 1Bu/2Ag mixing, blending non-reactive char-
acter into S1 through geometrical effects. Alternatively, it might be interesting to engineer the mu-
tations such that the dynamic electrostatic interactions with the increasing CT character of the
rPSB are of repulsive character so as to destabilise S1 and maintain a significant 1Bu/2Ag mixing.

4. Retinal-inspired molecular switches: towards controlling photoreactivity by syn-
thetic chemical design

An alternative, complementary strategy to decipher the tuning mechanism of the rPSB photore-
activity in rhodopsins has been to design a model chromophore that mimics—in solution—
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Figure 9. Chemical structure of (A) the 11-cis isomer of rPSB in Rho, and (B) the Z isomer
of the IP compounds. Both IP and rPSB have a similar π-electron system (blue molecu-
lar backbones) with an S1 state characterized by a bond length alternation and partial re-
duction of the protonated Schiff base through charge transfer along the carbon backbone.
They also have an analogous photoreaction coordinate, which involves the torsion around
the central C=C double bond (curved arrows) as well as out-of-plane motions of the purple
bonds. Several IP compounds have been synthesized and studied theoretically and experi-
mentally. They differ by the substitutions in orange: R1 = H or Me, R2 = H or Me.

the electronic structure, PES topologies and eventually photoreactivity of 11-cis rPSB in the vi-
sual pigment of Rhodospin (Rho) [114, 115]. In Rho, the photoisomerization is remarkably fast
(<200 fs) and efficient (isomerization quantum yield, IQY = 67%) [93, 94]. Above all, this pho-
toreaction is vibrationally coherent, a unique mechanism enabling to funnel the energy of the
absorbed photon specifically into the isomerization coordinate on a time scale faster than vibra-
tional dephasing, and held responsible for the enhanced IQY in Rho [23]. Revealing the chem-
ical design principles underlying such an efficient light to mechanical energy transduction at
the molecular scale would be of central interest in the prospect of designing efficient molecular
switches and motors [116].

As discussed above in the case of ASR and due to the CT character of the S1 state, a major
parameter influencing the photophysical properties of rPSB is the protein electrostatic environ-
ment and the counterion neutralizing its positive charge [56, 117]. In the originally proposed N-
alkylated IP compounds—which we name MeO-NAIP—the electron-donating MeO group on C6′

stabilizes the S1 state by favoring its CT character, thus mimicking the stabilizing effect of the
electrostatic protein environment in Rho [114]. Besides fine-tuning the S1 CT character, another
central ingredient of the biomimetic design is the intramolecular steric hindrance imposed by the
two methyl groups on C2′ and the methyl group on C5. Altogether they impose the Z configura-
tion of the MeO-NAIP to be the most stable S0 isomer, in a non-planar—pre-twisted—geometry.
Recently, we revealed the effect of the Me substituent on C5 on the IP photoreactivity by inves-
tigating the “demethylated” MeO-NAIP compound, named dMe-MeO-NAIP, which features no
methyl on C5 (R1 = H in Figure 9). As we will illustrate below, we demonstrated that while the
parent MeO-NAIP undergoes a vibrationally coherent photoreaction mimicking that of rPSB in
Rho, this is not the case of dMe-MeO-NAIP. In a way similar to the case of rPSB in retinal pro-
teins and mutants, we could conclude that this difference in photoreactivities observed within
the two IP compounds is closely related to the S1–S2 energy gap and mixing, itself controlled by
electrostatic and (intramolecular) steric properties.

UV–Vis or mid-IR transient absorption (TA) spectroscopy as well as femtosecond fluo-
rescence spectroscopy were used to investigate the ultrafast photoisomerization reaction of
a variety of IP compounds in solution [20, 115, 118–122]. While all compounds undergo a
subpicosecond photoisomerization, they can be categorized within two photoisomerization
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Figure 10. Transient absorption spectroscopy (TAS) of two representatives of the NAIP
compounds family obtained with an 8-fs, 400-nm pump pulse. Compound Z-1 carries
a methyl in C5 and its C=C double bond is pre-twisted in S0. Its TAS signatures (a) are
qualitatively different from those of the “demethylated”, planar compound E-2 (b) where
the methyl group on C5 is replaced by a H atom. (c,d) Selection of transient kinetics traces
from the above datasets, and their fits. (e,f) The residuals of the fits are oscillatory signals
revealing the vibrational dynamics accompanying the photoreaction. Abbreviations: GSB
= ground state bleach; SE = stimulated emission; ESA = excited state absorption; PA =
photoproduct absorption. Reproduced with permission from [118].

scenarios, corresponding to two qualitatively distinct spectroscopic signatures, as illustrated in
Figure 10.

For the so-called “parent” NAIP compound [121] and its zwitterionic derivative [119], the
excited state absorption (ESA) and stimulated emission (SE) from the S1 population (Figure 10(a))
are very short-lived, they spectrally shift to the blue and to the red respectively, and they decay
impulsively by 250 fs (vertical dashed line across Figure 10(a,c,e)). The ground state photoproduct
absorption (PA) band immediately follows, which initially appears after the decay of the SE in the
low-energy spectral range (600–700 nm), and rapidly blue shifts to ≈430 nm within ≈0.5 ps. Such
dynamic spectral shifts of the S1 and early S0 bands have been interpreted as the signatures of
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a population which evolves ballistically from the FC region to the photoproduct ground state
through the Cint in the form of a vibrational wavepacket [119]. A very similar red-shifting SE
impulsively followed by a blue shifting PA has been reported in Rhodopsin too and interpreted
the same way [94]. Further evolution in the ground state is accompanied by a pronounced low-
frequency oscillation (≈80 cm−1, corresponding to ≈500 fs period, Figure 10(e)) interpreted as
the signature of a vibrational wavepacket oscillating around the S0 PES minimum along the C=C
torsion coordinate [119, 121]. Importantly this vibrational wavepacket was demonstrated to be
triggered by the S1 reactive motion, meaning that this low-frequency vibrational coherence is
preserved through the CInt and exponentially damped (with a ≈300 fs time constant) after the
decay to S0 [118].

Conversely, the “demethylated” NAIP compound, where C5 carries an H atom in place of
a methyl substituent, has a very similar ground state spectrum but qualitatively different TA
signatures (see Figure 10(b,d,f)): the SE signature does not extent this far to the low-energy range,
it is spectrally narrower and longer-lived. The SE and ESA bands decay in concert with the rise of
the PA band which appears gradually at 430 nm, rather than impulsively in red part of the probing
window. Hence there is no similar indication of a vibrationally coherent reactive motion that
would impulsively drive the system through the CInt as discussed above. More precisely, upon
light excitation with a very short (8 fs) pump pulse, a vibrationally coherent motion is detected
in S1 along (in particular 232 cm−1 mode, see Figure 10(f)). However, no vibrational coherence is
transferred to the ground state, and in particular no vibrational activity is detected at 80 cm−1.

To rationalize why these two compounds undergo such qualitatively different photoreactions,
we first notice, that the most stable ground state isomer is Z, with a≈15° pretwisted C=C bond, for
the C5-methylated compound, but E in a planar conformation for the demethylated compound.
These differences are controlled by the intramolecular steric hindrance introduced with the
methyl substituent on C5, which also affects the S1 electronic structure and photoreactivity of the
compounds, as rationalized by QM/MM modeling at the CASSCF/CASSPT2 level [118]. Indeed,
in the planar compound, the S1 and S2 states are computed to be nearly degenerate, resulting in
a flat S1 PES, while in the pre-twisted compound the degeneracy is lifted and the S1 PES slope is
very steep. Consequently, in the latter case, the motion along the torsion coordinate is strongly
accelerated which drives the system ballistically towards the CInt, such that the photoproduct
formation occurs faster than vibrational decoherence of the 80 cm−1 mode, resulting in the
pronounced oscillatory signal observed after the decay to S0. In the former case, a more diffusive
exploration of the S1 PES potential would be responsible for an increased excited state lifetime
and vibrational decoherence would be effective already by the time the system reaches the Cint
and decays to S0 (Figure 11).

By comparing the TA signatures and photoreaction scenarios for each isomer of half a dozen
of NAIP derivatives [20], we observe that all compounds under investigation obey either the first
or the second photoreaction scenario. Moreover, based on DFT modeling of the compounds S0

equilibrium structures, we establish a perfect correlation between the C=C double pre-twist and
the photoreaction scenario: all compounds featuring a significant (>10°) pre-twist obey the first
photoreaction scenario, and all compounds featuring a more planar S0 conformation (<10° pre-
twist) obey the second one. This allows us to generalize the central role of the intramolecular
steric effect and pre-twist at controlling the PES topography via the fine tuning of the S1–S2 state
mixing in these retinal-inspired compounds. As reviewed in Sections 2 and 3, the same effect of a
pre-twist of the chromophore is operative in 13C/ASR in reducing the excited state barrier [111].

A major outcome of our latest study [20], is that while the intramolecular steric hindrance and
related S1–S2 state mixing controls the photoreaction dynamics, we observe no correlation be-
tween the IQY—in the range 15%–35% for all IP compounds investigated—and observables such
as excited state life time, vibrational coherence, absorption wavelengths or degree of pre-twisting.
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Figure 11. Schematic representations of the two distinct photoisomerization scenarios in
the NAIP compounds. (A) The reactive motion of the pretwisted MeO-NAIP is governed by
a steep S1 PES driving the system ballistically towards the CInt. Upon impulsive decay to
S0, this S1 motion coherently populates the S0 vibrational motion along the torsion mode
at 80 cm−1. (B) Instead, for the planar demethylated compound, the S1 and S2 states are
nearly degenerate, resulting in a flat PES providing a much weaker acceleration along the
torsion mode, and a more diffusive motion towards the CInt. The crossing of S1 and S2 leads
in fact to an avoided crossing. The corresponding loss of synchronization then explains the
observed loss of ensemble coherence. Two decay channels (“U” = “unsuccessful”, and “S”
= “successful”) are represented, with the evolutions on the S1 or S0 PES represented in red
and blue, respectively. The 20–25% quantum yield indicates that channel U is dominating.
Adapted from [118].

The molecular mechanism controlling the IQY in ultrafast C=C double bound isomerization thus
remains an open question so far.

5. Summary and conclusions

In summary, for the sub-picosecond isomerization reactions of rPSB in a protein cavity and for
the related bio-mimetic switches in solution, modifications of the ESL can be induced by steric
effects (ground state pre-twist) and by changes in the electrostatic environment. The experimen-
tal and theoretical studies on the AT and 13C isomers ASR and its mutants have identified both
effects, and how they are brought about by point mutations. For the photoswitches, steric [118]
and electronic [20, 123] effects, brought about by substitutions of the NAIP framework were in-
vestigated experimentally. These studies showed, in addition to the change in ESL, a clear influ-
ence on the survival of vibrational coherences in the ground state. The computational frame-
work shows that both steric and electrostatic parameters affect the excited state structure due to
1Bu/2Ag mixing, and how it determines the CT and reactive character in terms of BLA of the lowest
excited state S1. A central point is that the simulations allow to predict how this mixing changes
dynamically when the chromophores evolve along the reaction coordinate. Shallow excited state
barriers appear when S1 alternates between a reactive CT and non-reactive DIR character, lead-
ing to longer ESL and higher FQY. The recent experimental observation of BLA-mediated 1Bu/2Ag

oscillations demonstrates this effect clearly, within the first 100 fs of the excited state reaction in
bR [87].
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In order to obtain a more direct experimental insight, and a direct comparison with the sim-
ulations, measuring the time-dependent S1–S2 splitting would provide new insights for systems
with reactive versus non-reactive excited state dynamics. The S1–S2 transition is expected to lie
in the near- to mid-IR region (1000–8000 cm−1) [84, 118], but the high time resolution required
(<50 fs) makes the envisaged VIS-pump/IR-probe spectroscopy challenging.

Like mutation effects discussed in Section 3, pH is known to induce small shifts in the ASR ab-
sorption maximum wavelength [124]. A new computational protocol has been devised and suc-
cessfully applied to determine the molecular origin of such a pH effect [125]. The next step, still
ongoing, focuses on the pH effect on the ESL. Preliminary results point to a bi-exponential decay
from S1, modulated by its pH-dependent interaction with S2. Further upcoming developments
relate to computing the excited state vibrational spectra of the rPSB, in relation with the very in-
formative femtosecond data [91,111], and a possible inclusion of the dynamic polarisation of the
nearest neighbour residues [15, 74, 75]. Unlike the here reported transient spectroscopies, ultra-
fast X-ray diffraction has the potential of revealing the detailed dynamic structural and electronic
changes of the rPSB and its nearest environment, provided these experiments be carried out un-
der single photon excitation conditions [63, 72, 73, 126].

Beyond the excited state lifetimes and vibrational coherences, another central property is the
reaction quantum yield (IQY), for which we still have to understand and learn the lessons that
the outstanding high values found in Rho and bR can teach us, when these are compared with
the modest values obtained for the biomimetic switches in solution [20] or the low values (<2%)
observed for the crowed alkenes designed as molecular rotary machine [26]. While it is generally
accepted that the branching into forward and backward reaction takes place in the vicinity of the
conical intersection [23], it remains to be rationalised how chemical substitutions and effects of
the environment control the IQY. Femto- and attosecond photo-electron spectroscopy holds the
promise to map out the wavepacket evolution across the CI in real time, and one of the main
challenges for the next years will be to apply these emerging sophisticated tools for isolated
chromophores in gas phase [127, 128] and solution [129].
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Abstract. Recent experiments have shown that the high-temperature incommensurate (I) charge density
wave (CDW) phase of 1T-TaS2 can be photoinduced from the lower-temperature, nearly commensurate CDW
state. In a first step, several independent regions exhibiting I-CDW phase modulations nucleate and grow.
After coalescence, these regions form a multidomain I-CDW phase that undergoes coarsening dynamics, i.e.
a progressive increase of the domain size or I-CDW correlation length. Using time-resolved X-ray diffraction,
we show that the wave vector of the photoinduced I-CDW phase is shorter than in the I-CDW phase at
equilibrium, and progressively increases towards its equilibrium value as the correlation length increases. We
interpret this behaviour as a consequence of a self-doping of the photoinduced I-CDW, following the presence
of trapped electrons in the vicinity of CDW dislocation sites. Putting together results of the present and past
experiments, we develop a scenario in which the I-CDW dislocations are created during the coalescence of
the I-CDW phase regions.

Résumé. Plusieurs expériences récentes ont montré que les impulsions laser dans les domaines optique ou
proche infrarouge permettent de déclencher des transitions entre états à onde de densité de charge (ODC)
dans 1T-TaS2. Nous nous intéressons ici à la transition entre l’état à ODC presque commensurable (NC)
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et l’état à ODC incommensurable (I), habituellement observé au-dessus de 350 K. Lors de cette transition,
plusieurs régions présentant les modulations de l’état I se forment et se développent. Lorsque la coalescence
a lieu, ces régions se muent en domaines de la phase I photoinduite de 1T-TaS2, caractérisés chacun par
un phasage particulier de l’ODC I. La phase I ainsi fragmentée en domaines subit alors une dynamique de
mûrissement, c’est-à-dire une augmentation progressive de la taille de domaine ou encore de la longueur de
corrélation de l’ODC I. En utilisant la diffraction des rayons X résolue en temps, nous montrons que le vecteur
d’onde de l’ODC I photoinduite est plus court que dans l’ODC I observée à l’équilibre thermodynamique.
Celui-ci s’allonge progressivement vers sa valeur d’équilibre, en même temps que la longueur de corrélation
de l’ODC I augmente. Nous attribuons ce comportement à un autodopage de l’ODC I photoinduite, dû
à la présence d’électrons piégés au voisinage de dislocations de l’ODC I. En réalisant une synthèse des
résultats des différentes expériences menées jusqu’à présent, nous développons un scénario dans lequel les
dislocations de l’ODC I sont créées au moment de la coalescence.

Keywords. Photoinduced phase transitions, Pump–probe X-ray diffraction, Charge density wave com-
pounds, Topological defects, Transition metal dichalcogenides.

Mots-clés. Transitions de phase photoinduites, Diffraction pompe–sonde des rayons X, Composés à onde de
densité de charge, Défauts topologiques, Dichalcogénures de métaux de transition.
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1. Introduction

The physics of correlated materials involves couplings between charge, orbital, spin and lattice
degrees of freedom, which give rise to a wealth of physical properties as well as complex phase
diagrams [1, 2]. Correlated systems display equally fascinating out-of-equilibrium physics, in the
form of ultra-fast symmetry changes known as photoinduced phase transitions [3–5], and oc-
currence of new emergent metastable or transient states with unexpected functionalities [6–11].
Charge density wave (CDW) phases are gapped phases that emerge at low temperatures, mostly
in low-dimensional metals. They are characterized by a periodic modulation of both atomic
positions and electron density [12]. A significant number of photoinduced phase transitions
have been achieved in CDW compounds, most often corresponding to a suppression of the CDW
order, i.e. a transition between a CDW state and a metallic state free of any structural modula-
tion [13–27]. In layered CDW compounds such as rare-earth tritellurides and transition-metal
dichalcogenides, photoinduced developments of CDW orders were also reported [28–37]. These
photoinduced CDW orders were found to be either closely related to the ones observed at equi-
librium [28–34] or genuinely new states of matter [35–37]. Their observation has highlighted an
unforeseen complexity of the free energy surface of such layered materials, and the possibility of
controlling transitions between several competing states by light.

In the last decade, it has been recognized that topological defects play a significant role in
the photoinduced dynamics of CDW compounds [38]. In LaTe3, the photoinduced suppression
of CDW order was shown to be accompanied by a significant decrease of the CDW correlation
length, which was attributed to the creation of CDW dislocations [25]. In 1T-TaS2 at low temper-
atures, the metastability of the photoinduced “hidden” phase was shown to be due to the emer-
gence of unpaired dislocations, which stabilize chiral domain patterns [36]. Here, we focus on
the photoinduced phase transition between the nearly commensurate (NC) and the incommen-
surate (I) CDW states in 1T-TaS2. The photoinduced I-CDW state (hereafter denoted I*-CDW) was
revealed to be fragmented into nanometric domains that subsequently grow [32, 34]. It is estab-
lished that this so-called phase-ordering process involves motion of topological defects of the
I*-CDW: both domain wall motion [32] and dislocation annihilation [34] were evoked.

1T-TaS2 is formed by sheets of edge-linked TaS6 octahedra (Figure 1a) [39]. In the high-
symmetry phase (T > 543 K), Ta-atoms form a regular hexagonal lattice within a layer.
As temperature decreases, three CDW phases stabilize alternately [40, 41], namely the incom-
mensurate (I), nearly-commensurate (NC) and commensurate (C) phases. The first transition to

C. R. Physique — 2021, 22, n S2, 139-160



Amélie Jarnac et al. 141

Figure 1. (a) Crystal structure of 1T-TaS2 [44]. The hexagonal unit-cell is represented in
red. (b,c) Ta-plane located at z = 0. All the length-scales are in Å. (b) Ta-plane exhibiting
modulations of the I phase (350 K < T < 543 K). The Ta-atoms are represented as black dots,
their displacements being exaggerated for visualization purposes. (c) Spatial dependence

of the I-CDW real order parameter α(~r ) =Φ∑3
j=1 cos(

~
q j

I ·~r +θ j
I ), which corresponds to the

charge density modulation.

the I-CDW phase occurs below 543 K and is believed to be driven by Fermi surface nesting [42],
similarly to the Peierls distortion in one-dimensional systems [12]. The I-CDW phase is a triple-q

modulated phase, characterized by the wave vectors ~q1
I ≈ 0.283~a∗+ (1/3)~c∗ and equivalents by

3-fold symmetry (Figure 2a). An atom which lies at a position~r of the hexagonal lattice in the high

temperature phase gets displaced in the I-CDW phase by ~u(~r ) = ∑3
j=1 uI ~e j sin(

~
q j

I ·~r +θ j
I ), where

~e j and θ
j
I are the polarisation and the phase associated with the j e structural modulation. The

amplitude uI is the same for all three modulation components. The modulated Ta-positions ob-
served in the I-CDW phase of 1T-TaS2 are represented in Figure 1b. The electronic charge density
is also modulated, and written in the form ρ(~r ) = ρ0[1+α(~r )], where ρ0 is the density of conduc-

tion electrons andα(~r ) =Φ∑3
j=1 cos(

~
q j

I ·~r +θ
j
I ) the order parameter of the I-CDW phase,Φ denot-

ing the amplitude of each of the 3 electronic density modulations (Figure 1c) [43]. Note that the
three θ j

I phases may be different, however their sum has to be a multiple of 2π in order to yield
peaks in the electron density as observed experimentally [43]. Below 350 K, the modulation wave
vectors suddenly rotate by about 12° in the (~a∗, ~b∗) plane, marking the onset of the NC-CDW state
(Figure 2a). At 300 K, the NC phase exhibits modulation vectors ~q1

NC = 0.245~a∗+0.068~b∗+(1/3)~c∗

and equivalents by 3-fold symmetry. The in-plane components of ~q1
NC are close to the commen-

surate values (3/13)~a∗+ (1/13)~b∗. This commensurate, triple-q in-plane modulation is actually
achieved below 180 K in the C-CDW phase.

X-ray diffraction is a perfectly suited method to study the structural evolution of CDWs, thanks
to the selectivity and high-resolution in q-space it provides. More specifically: (1) A structural
modulation with wave vector ~q gives rise to satellite peaks located at positions ±~q with respect
to each Bragg peak of the unmodulated lattice (Figure 2a). (2) The integrated intensity of a CDW
satellite peak is proportional to both the average of the square of the structural modulation am-
plitude and the volume fraction of the CDW phase in the sample. (3) After deconvolution of the
instrument profile, the width of a CDW satellite peak is inversely proportional to the CDW corre-
lation length. In the case of 1T-TaS2, previous time-resolved diffraction studies have shown that
the photoinduced I*-CDW phase appears within a picosecond after laser excitation [30] through a
nucleation and growth process [32,33]. The correlation length of the newly formed I*-CDW phase,
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Figure 2. (a) Schematic representation of diffracted intensity in reciprocal space, as a
projection in the (~a∗, ~b∗) plane of 1T-TaS2. Satellite peaks related to the 1̄01 lattice peak are
represented in purple for the NC phase and in green for the I phase. Their coordinate along
c∗-axis can take two possible values: 1+ (1/3) (filled circles) and 1− (1/3) (open circles).
(b) Experimental setup and definition of the angles ϕ (sample rotation), δ and γ (detector
rotations). (c) Diffracted intensity measured in the vicinity of the reciprocal space position

1̄01 − ~q1
I for various pump–probe delays τ (265 K, absorbed fluence 3.9 mJ/cm2). These

images were obtained by summing diffracted intensities over a 1.75° ϕ-range. The image
axes are graduated in pixel units, the pixel size being 135 µm. The non-sensitive regions of
the detector are represented in light grey. The diffracted intensity is color-coded according
to the scales displayed at the right of each image (in counts/s).

initially limited to a few nanometres, subsequently increases on timescales ranging from few tens
of picoseconds to nanoseconds [32–34]. At this stage, considering together the time evolutions of
both the I*-CDW correlation lengths and the volume fraction of the I*-CDW phase is crucial to
distinguish between two very different phase development processes: growth and phase ordering.
The growth of isolated I*-CDW phase regions from nuclei of the I*-CDW phase is characterized
by a concomitant increase of the volume fraction of the I*-CDW phase and of the I*-CDW corre-
lations lengths. After coalescence of the I*-CDW phase regions, a short-range correlated I*-CDW
phase is observed in a single region of the sample. The I*-CDW phase ordering (or coarsening)
that takes place afterwards corresponds to an increase of the I*-CDW correlation length in a con-
stant volume fraction of the I*-CDW phase.

In the following, we present a new data set showing the development of a I*-CDW satellite
in 1T-TaS2 after laser excitation at 800 nm wavelength (Section 3). Based on a joint analysis of

C. R. Physique — 2021, 22, n S2, 139-160



Amélie Jarnac et al. 143

the I*-CDW satellite peak profile and integrated intensity, we give evidence for a coarsening
process in the (~a,~b) plane (Section 3.1). For the first time in this coarsening regime, the wave
vector of the photoinduced I*-CDW phase ~q∗

I could be tracked as the I*-CDW correlation length
increases. We show that the in-plane component of ~q∗

I is initially shorter than in the I-CDW phase
at equilibrium, and gradually increases towards its equilibrium value as the correlation length
increases (Section 3.2). In Section 4, we discuss the possible scenarios behind this observation,
in the framework of self-hole doping by CDW dislocations.

2. Experimental setup and method

The pump–probe time-resolved diffraction experiment took place at the CRISTAL beamline of
SOLEIL synchrotron source (Saint Aubin, France). The sample was a platelet-like, (001)-oriented
single crystal of 1T-TaS2, few hundreds of micrometers thick and synthesised as described in
Ref. [45].

The NC → I phase transition was triggered by 40 fs, 800 nm laser pulses at normal incidence
with respect to the (001) surface plane. The laser fluence, which was calculated as the ratio
between the energy of a single laser pulse and the full width half maximum (FWHM) of the laser
beam, amounted 6.7±0.8 mJ/cm2. Given the reflectivity of the sample at 800 nm (R = 0.417 [46]),
only 58.3% of this laser fluence i.e. 3.9±0.5 mJ/cm2 was actually absorbed.

The growth of the photoinduced I*-CDW phase was probed by X-ray diffraction at various
delays τ after laser excitation, using 7.1 keV, 12 ps X-ray pulses. This relatively short pulse du-
ration was provided during the low-α operation of the storage ring [47]. Intensity decays of the
laser pump and X-ray probe beams are described by very different values of penetration depths
in 1T-TaS2: δX = 7.42 µm [48] and δL ≈ 30 nm,1 respectively. The incidence angle of the X-ray
pulses was fixed to 1° with respect to the (001) surface plane, in order to limit the effective pene-
tration depth of the probe to 130 nm and thereby minimize background signal from unpumped
regions. The diffraction condition was tuned by rotating the sample about its surface normal, by
an angle hereafter denoted ϕ. The diffraction signal was recorded with the 2D gateable detector
XPAD3.2 [49], which can be rotated through both an elevation angle δ and an azimuthal angle γ
(Figure 2b).

Determining the time-evolution of the wave vector of the photoinduced I*-CDW requires a
very high resolution in reciprocal space. A resolution of about 6×10−4 Å−1 could be achieved by:
(1) using a Si(111)-monochromator (∆E/E = 2.4× 10−4) in conjunction with the low-divergent
synchrotron source and (2) setting a relatively long sample-to-detector distance of 82.8 cm,
leading to a correspondence of 0.009°/pixel.

At 1° incidence, the X-ray beam footprint on the sample was 1.7 mm × 0.5 mm FWHM. The
laser spot on the sample was set to twice that size, i.e. 3.5 mm × 1.0 mm FWHM. The diffraction
signals were recorded in a regular pump–probe scheme. The laser pulses were electronically
phase-locked to a single electron bunch of the storage ring, using TimBeL boards [50] and an
in-phase/quadrature modulator. A repetition rate of 500 Hz was chosen in order to ensure a
complete disappearance of the photoinduced I*-CDW phase before the arrival of the following
laser pulse, allowing cumulative measurement of the pump–probe cycles. A significant number
of scans were performed at negative delays close to the I*-CDW satellite peak position, regularly
throughout the experiment, in order to check that no residual I*-CDW peak would form as the
number of pump–probe cycles increased.

1Both the reflectivity R and the penetration depth δL of 800 nm photons in 1T-TaS2 were calculated from the complex
optical index, which itself was deduced from the real and imaginary parts of the dielectric function published in [46].
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The sample temperature was regulated by means of a N2 blower. Cryostats of this type have a
limited cooling power, so that the controller temperature and the actual sample temperature may
differ, especially in the present case of a laser-heated, millimetric sample. We estimate the actual
sample temperature to be about 25 K higher than the controlled temperature, as I-CDW satellite
peaks become observable at negative pump–probe delays for temperature setpoints higher than
325 K. The data presented in this article were acquired for a controlled temperature of 265 K.

3. Results

We first demonstrate the occurrence of a photoinduced NC → I phase transition in the chosen
experimental conditions (absorbed fluence: 3.9 mJ/cm2, controller temperature: 265 K). Figure 2c
presents images of the diffracted intensity summed over a 1.75° wide ϕ-range around the I-CDW
satellite peak position 1̄01− ~q1

I , for three delays before and after laser excitation. No contribution
is observed before laser excitation, which is expected since the sample lies in its NC-CDW phase.
Shortly after laser excitation (τ = 25 ps), a diffuse scattering signal appears in the vicinity of
the I-CDW satellite peak position, which shows the onset of the photo-induced I* phase. This
scattering progressively narrows over time and eventually forms a well-defined diffraction peak
at longer delays (τ= 50 ns). These observations are consistent with those previously reported in
Refs. [16, 30, 32–34].

Figure 3 shows the I*-CDW satellite peak profiles as functions of the angles ϕ, δ and γ,
for various delays after laser excitation. The diffracted intensities displayed on the ϕ-profiles
correspond to photon counts summed over the detector area presented in Figure 2c. The δ-
and γ-profiles were obtained by first summing all the images taken along a ϕ-scan, and then
projecting photon counts along the horizontal and vertical directions of the detector respectively,
assuming a correspondence of 0.009°/pixel.

3.1. Development of the I*-CDW phase

The CDW correlation lengths correspond to distances over which both the amplitude and the
phase of the CDW are homogeneous. As such, they are of central importance for discussing the
CDW growth and phase-ordering processes. It has been emphasized that determining the 3D
profile of a CDW satellite peak in reciprocal space allows retrieval of the CDW correlation lengths
in all directions of space [33]. In the following, we provide an estimation of the correlation lengths
of the I*-CDW, both in the (~a,~b) plane and along~c. Those are hereafter denoted ξa,b and ξc .

We first determined the time-dependent FWHMs of the I*-CDW satellite peak, ∆δ(τ) and
∆γ(τ), by fitting pseudo-Voigt functions to the profiles along δ and γ, respectively (Figure 3). The
contributions of instrumental resolution and sample mosaicity were then removed from the mea-
sured satellite peak widths, according to the following expressions: ∆δ′(τ) =

√
[∆δ(τ)]2 − [∆δB ]2

and ∆γ′(τ) =
√

[∆γ(τ)]2 − [∆γB ]2. The angular widths ∆δB = 0.075° and ∆γB = 0.043° correspond
to those of the nearest Bragg peak 1̄01. The correlation lengths ξa,b and ξc were finally estimated
by using the following equations:

ξa,b(τ) = 2π

∆qa∗,b∗
= λX

2tan
[
∆γ′(τ)

2

]
cos[δ(τ)]

(1)

ξc (τ) = 2π

∆qc∗
= λX

2tan
[
∆δ′(τ)

2

]
cos[δ(τ)]

, (2)

where λX is the X-ray wavelength. ∆qa∗,b∗ and ∆qc∗ are the FWHMs of the I*-CDW satellite peak
in reciprocal space related to the limited I*-CDW correlation lengths (Figure 4).
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Figure 3. Profiles of the 1̄01− ~q1
I∗ I*-CDW satellite peak as functions of the anglesϕ, δ and γ,

for selected pump–probe delays (265 K, absorbed fluence 3.9 mJ/cm2). The dots represent
measured data and the solid lines their best fit using a pseudo-Voigt function. Those fits
allow extracting the peak widths and angular positions as a function of the pump–probe
delay τ.

Figure 4. (a) 3D-view of the Ewald’s sphere, with the I*-CDW satellite peak fulfilling the

diffraction condition. The scattering vector ~q =−~a∗+ ~c∗− ~q1
I∗ intercepts the Ewald sphere

at point Q. (b) Orthogonal projection in the (OO∗P ) plane, which allows defining ∆qa∗,b∗

(red line segment). (c) Orthogonal projection in the (OPQ) plane, which allows defining
∆qc∗ (red line segment). Note that for ease of calculation, the X-ray incidence angle has
been approximated to 0 (instead of 1°), i.e. ~c∗ is supposed to lie along the OZ direction.
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Figure 5. (a) Time-evolution of the I*-CDW correlation lengths, in the (~a,~b) plane (ξa,b ,

open squares) and along ~c (ξc , open diamonds). (b) Integrated intensity of the 1̄01− ~q1
I∗

satellite peak of the I*-CDW, I I∗ . The error bars correspond to ±σ where σ is the standard
deviation. Those were determined by propagating the errors on ∆δ(τ) and ∆γ(τ), which
themselves were estimated from the I* satellite peak fitting. Dotted lines mark the best fits
of the data using the power-law function A×τp . The optimized values of p are indicated in
the figure. The temperature setpoint was 265 K and the absorbed fluence 3.9 mJ/cm2.

The time-dependent correlation lengths ξa,b(τ) and ξc (τ) do not exceed few tens of nm in
the pump–probe delay range studied (Figure 5a). Those exhibit a linear behaviour when plotted
on a double logarithmic scale, which implies that they exhibit a power-law dependence on
time ξ ∝ τp . Two distinct exponents p are found for ξa,b and ξc : pa,b = 0.22 ± 0.04 and pc =
0.32±0.03, respectively. The correlation lengths ξa,b and ξc correspond to distances over which
the phases θ j

I∗ of the I*-CDW are homogeneous. As a consequence, the observed increase of the
I*-CDW correlation lengths stems either from an expansion of regions exhibiting homogeneous
CDW-phases θ j

I∗ (growth, Figure 6a), or from a homogenization of the CDW-phases θ j
I∗ within

a single region exhibiting I*-CDW order (ordering, Figure 6b). The latter two processes can
be distinguished by determining the time-dependence of the volume fraction of the I*-CDW
phase, VI∗ .2

The integrated intensity of the I*-CDW satellite peak I I∗ is directly proportional to VI∗ . How-
ever, it is also directly proportional to the square of the average I*-CDW amplitude ΦI∗ . The am-
plitudeΦI∗ increases concomitantly with the I*-CDW gap formed at the Fermi level [42]. Although
the latter quantity has never been probed following the photoinduced NC → I phase transition
in 1T-TaS2, pump–probe photoemission experiments have allowed establishing that the typical
timescales of formation or recovery of CDW gaps lie below few ps [20, 25, 51–53]. Interestingly,

2In this work, the volume fraction of the I*-CDW phase is to be understood as the total volume of the I*-CDW phase
region(s) divided by the volume probed by X-rays.
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Figure 6. Schematic representation of the three scenarios that have been reported for the
development of the I*-CDW phase (times after laser excitation: τ1 and τ2 > τ1). The top
and bottom rows show views of the 1T-TaS2 crystal along its c-axis and along a direction
normal to the c-axis, respectively. (a) Growth of isolated I*-CDW phase regions. In this case,
the volume of the I*-CDW phase is directly proportional to ξa,b

2 × ξc [33]. (b) Coarsening
of I*-CDW domains in a large I*-CDW region. In this case, the volume of the I*-CDW phase
is constant [32]. (c) Growth of the I*-CDW phase region along~c, and domain coarsening in
the (~a,~b) plane. In this case, the volume of the I*-CDW phase is directly proportional to ξc

[present work].

a previous ultrafast electron diffraction study unveiled two characteristic time scales of the pho-
toinduced NC → I phase transition in 1T-TaS2 [30] (pump wavelength 775 nm). The first charac-
teristic time scale, of 1.5 ps, was attributed to the nucleation of the I* phase, i.e. the increase of
ΦI∗ towards its equilibrium value in finite regions of the sample. The second characteristic time
scale, of few tens of ps, was attributed to the growth of the I* phase nucleated regions. Given these
results, it is reasonable to assume that in the delay range τ≥ 25 ps investigated in this work, ΦI∗

has reached its maximum value throughout the I*-CDW regions. Under the latter hypothesis, the
volume fraction of the I*-CDW phase can be directly inferred from the integrated intensity of the
I*-CDW satellite peak, using VI∗ ∝ I I∗ . The dependence of VI∗ on pump–probe delay is given in
Figure 5b, on a double logarithmic scale. It keeps increasing in the (0–50 ns) delay range investi-
gated, following a power-law scaling VI∗ ∝ τ0.31, which indicates a continuous expansion of the
volume fraction of the I*-CDW phase in the sample. The scenario of a pure phase-ordering pro-
cess, in which the correlation length increases in a fixed volume fraction of the I*-CDW phase
(Figure 6b), is thus very unlikely. In the case where I*-CDW regions would grow without being
in contact (Figure 6a), we expect the integrated intensity of the I*-CDW satellite peak to be pro-
portional to ξa,b

2 ×ξc and, therefore, to τpg with pg = 2×pa,b +pc = 0.8±0.1. This exponent is
inconsistent with our findings (p I∗ = 0.31± 0.02). We conclude that none of the scenarios de-
picted in Figures 6a,b matches with the experimental observations. A model thus has to be built,
where (1) both the I*-CDW correlation lengths and the volume fraction of the I*-CDW phase in-
crease, and (2) the correlated volume and the volume fraction of the I*-CDW phase grow at dif-
ferent rates. Noticing that VI∗ and ξc have the same time-dependence (p I∗ ≈ pc ), we propose
that the I*-CDW phase is developed in a layer of thickness ξc (τ) at the surface of the sample.
The volume fraction of the I*-CDW phase then grows concomitantly with ξc , according to the
power-law function τpc . On the other hand, one can assume that the I*-CDW phase has already
developed over the entire (~a,~b) plane. It is divided into domains exhibiting each a different set of
CDW-phases θ j

I∗ , and undergoes coarsening along the ~a and~b directions (Figure 6c). We exclude
the possibility that isolated regions of the I*-CDW phase, growing at a rate τpI∗ , would host sev-
eral CDW-phase domains growing at a rate τpg . Indeed, previous experiments have shown that
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before coalescence, both the nucleated I*-CDW phase regions and the correlated volume grow
at the same rate [33], thereby establishing that the CDW-phases are homogeneous within iso-
lated I*-CDW regions. Finally, let us note that if our experiment shows a proportionality between
the c-axis correlation length and the volume fraction of the I* phase, this does not necessarily
mean that the thickness of the I* phase is equal to the time-dependent ξc (τ) correlation length
(Figure 6c). Namely, a scenario where the ξc correlation length would be a fixed fraction of the
thickness of the I*-CDW layer cannot be excluded. We however consider it unlikely, as it would
imply that coarsening and growth along the c-axis, which are markedly different processes, hap-
pen at the same rate.

It is interesting to discuss the proposed scenario (Figure 6c) in the framework of the previous
findings of Haupt et al. [30]: they report that the time needed to achieve a complete transition
to the I-CDW phase over a 22 nm thick 1T-TaS2 sample decreases from ∼500 ps to ∼200 ps as
the incident fluence increases from 1.3 mJ/cm2 to 2.1 mJ/cm2. In our experiment, the sample is
much thicker than the laser penetration depth, so that we cannot expect a development of the I
phase over the whole sample. Nevertheless, it is possible to estimate the time needed for the I*
phase to get fully developed across a 20 nm thickness of our 1T-TaS2 sample, τ20 nm. Assuming
the scenario depicted in Figure 6c, τ20 nm simply corresponds to the delay at which ξc reaches
20 nm, that is τ20 nm = 140 ps (Figure 5b). The latter delay is consistent with the ones reported by
Haupt et al., given the incident fluence used in the present work (6.7±0.8 mJ/cm2).

3.2. Time evolution of the I*-CDW wave vector

The defect structures that lead to short range correlated CDW states can modify both the spatial
distribution of electrons and the density of states [54] and, in turn, the wave vectors of the

I*-CDW phase
~

q j
I∗ . In the following, we give evidence for a progressive increase of the (~a∗, ~b∗)-

plane component of ~q1
I∗ towards its equilibrium value, which we will relate to CDW dislocation

annihilation processes in Section 4.
The wave vector of the photoinduced I*-CDW at time τ, ~q1

I∗ (τ), has coordinates (hI∗ (τ) −
hB ,kI∗ (τ) − kB , l I∗ (τ) − lB ) in the time-dependent basis (~a∗(τ), ~b∗(τ), ~c∗(τ)) of the reciprocal
space, where (hI∗ (τ),kI∗ (τ), l I∗ (τ)) are the coordinates of a satellite peak and (hB ,kB , lB ) those
of the corresponding lattice peak. In order to study the dynamics of ~q1

I∗ (τ), one has thus to
determine the time-evolution of both the reciprocal lattice vectors and the (hI∗ (τ),kI∗ (τ), l I∗ (τ))
coordinates.

3.2.1. Time evolution of the underlying crystal lattice

Assuming that the lattice remains hexagonal at all times after laser excitation, the set of vectors
(~a∗(τ), ~b∗(τ), ~c∗(τ)) can be entirely determined from the orientation matrix of the crystal (3 rota-
tion parameters) and the values of the a and c cell parameters. We evaluated the latter 5 parame-
ters for all the pump–probe delays investigated, by using the Ghkl computation library [55] along
with the angular positions of both 1̄01 and 1̄02 Bragg peaks.

The experimental values of the angles ϕ(τ), δ(τ) and γ(τ) were determined as the first mo-
ments of the normalized intensity distributions, which are partly shown in Figure 7. One can ob-
serve that the angular positions of the 1̄01 and 1̄02 Bragg peaks exhibit similar time evolutions
(Figure 8a). The peak angles ϕ(τ) and δ(τ) increase and decrease, respectively, by a few hun-
dredth of degrees within 50 ps. Both angles then remain constant up to 1 ns, and progressively
recover their initial values in the τ-range (1–50 ns). The angle γ(τ) does not exhibit any signifi-
cant changes throughout the whole pump–probe cycle. The orientation matrix calculated from
the angular positions of the two lattice reflections 1̄01 and 1̄02 is found to be constant over time.

C. R. Physique — 2021, 22, n S2, 139-160



Amélie Jarnac et al. 149

Figure 7. Profiles of the 1̄01 lattice peak as functions of the angles ϕ, δ and γ, for selected
pump–probe delays (265 K, absorbed fluence 3.9 mJ/cm2).

Figure 8. Time-evolution of the angles ϕ, δ and γ for the 1̄01 and the 1̄02 lattice peaks (a),

and for the 1̄01 − ~q1
I∗ satellite peak (b). The error bars correspond to ±σ where σ is the

standard deviation. Those take into account the accuracy of the diffractometer (0.001°)
as well as the propagation of statistical errors when determining the first moments of the
intensity distributions (ϕ angle values and (a) panel). The error bars presented in panel (b)
for δ and γ angles were calculated using the accuracy of the diffractometer and the errors
estimated from the I* satellite peak fitting. The dotted lines are guides for the eye. The
temperature setpoint was 265 K and the absorbed fluence 3.9 mJ/cm2.
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Figure 9. Time-evolution of the cell parameters a and c, as determined by using the Ghkl
library with the measured diffraction angles of the 1̄01 and the 1̄02 lattice peaks. The dashed
lines indicate averaged values of the a and c parameters before laser excitation (τ < 0), as
well as the averaged value of a after laser excitation (τ> 0). The dotted line is a guide for the
eye. The base temperature was 265 K and the absorbed fluence 3.9 mJ/cm2.

The time-dependent cell parameters deduced from measurements on the 1̄01 Bragg peak are re-
ported in Figure 9. The shifts of ϕ(τ) and δ(τ) mentioned above appear to be due to a transient
lattice expansion along the c-axis, i.e. in the direction perpendicular to the sample’s surface. This
phenomenon is generally observed in laser-excited solids and stems from the propagation of a
laser-induced strain wave [56]. A very small contraction of the lattice in the (~a,~b) plane could also
be detected after laser excitation (〈∆a/a〉 = −3×10−5), which can be attributed to longitudinal-
to-transverse strain coupling (Poisson effect) [57].

3.2.2. Dynamics of the I*-CDW satellite peak

The orientation matrices and cell parameters being known for all pump–probe delays, we now
turn to the determination of the time-dependent coordinates of the forming I*-CDW satellite
peak (hI∗ (τ),kI∗ (τ), l I∗ (τ)). The ϕ(τ) angular positions of the I*-CDW satellite peak were deter-
mined from the calculation of the first moments of the diffraction profiles, as was done for the 1̄01
and 1̄02 Bragg peaks. The same method could not be safely used to extract the δ(τ) and γ(τ) val-
ues, as part of the satellite peak intensity falls into dead-zones of the detector (Figure 2). We thus
determined those latter two angles by fitting a pseudo-Voigt function to the respective diffraction
profiles (Figure 3). Figure 8b shows the time-evolution of the ϕ(τ), δ(τ) and γ(τ) angles of the I*
satellite peak. The data are noisier than those related to the lattice peaks (Figure 8a), despite the
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fact that we adapted the total counting times to get sufficient statistics on the I* satellite peak
intensities. This indicates drifts in some of the experimental parameters over the 33 hour period
during which we acquired the series of measurements on the time-dependence of the I* satel-
lite peak. The time-dependence of the δ(τ) angle of the I*-CDW satellite peak is found to exhibit
qualitatively the same features as the ones measured for the lattice peaks. On the other hand,
time evolutions of the ϕ(τ) and γ(τ) angles differ significantly for the lattice and satellite peaks.
Theϕ(τ) angle of the I* satellite peak is found to increase in the first 50 ps, as for the lattice peaks.
However, its subsequent decrease is about ten times faster. Moreover, in marked contrast with
the constant γ(τ) angle observed for lattice peaks, we report a continuous increase of the γ(τ)
angle of the I*-CDW satellite peak over time. Hence, we give evidence for distinct dynamics of the
satellite and lattice diffraction peaks, which in turn indicates a time-dependence of the I*-CDW
wave vector ~q1

I∗ .
The time-dependent coordinates of the forming I*-CDW satellite peak (hI∗ (τ),kI∗ (τ), l I∗ (τ))

were calculated by using the Ghkl library [55] and the previously determined time-dependent
basis of the reciprocal space, (~a∗(τ), ~b∗(τ), ~c∗(τ)). The coordinates of ~q1

I∗ were then deduced from
(hI∗ (τ),kI∗ (τ), l I∗ (τ)), by subtracting the coordinates of the nearest lattice peak 1̄01. The CDW

wave vectors of 1T-TaS2 are usually divided into two components, ~q⊥
CDW and ~q‖

CDW (Figure 10a).

The c∗-axis component of the CDW wave vector ~q⊥
CDW is related to the stacking of the 2D-CDWs

from one layer to the other. In both the I and NC phases of 1T-TaS2, it is determined by interlayer

Coulombic interactions which yield a 3c stacking period and ‖ ~q⊥
CDW‖ = 1/3 [58, 59]. The (~a∗, ~b∗)-

plane component ~q‖
CDW determines both the period and the orientation of the 2D hexagonal

lattices of charge modulation. The time-dependences of the polar coordinates of ~q‖
I∗ , q‖

I∗ and
αI∗ , are represented in Figures 10b and c respectively (black circles). The coordinates q‖

I and αI

of the I-CDW wave vector measured at equilibrium (385 K, no laser excitation) are also reported
for comparison purposes (red dotted lines). The values of q‖

I and αI found for the I-CDW at
equilibrium are in agreement with previous reports [40, 59–61]. We find that the I-CDW develops
in the (~a,~b) plane with a wave vector component q‖

I = 0.2827(1). Structural modulations in the
(~a,~b) plane are observed in directions slightly off the main hexagonal axes. We find an angleαI of
0.1(2)°, which falls in the range of previously reported values: 0° [59, 60], 0.38(2)° [40] and 1° [61].
The large dispersion of αI values reported so far indicates that the I-CDW tilt angle might be
sample-dependent. At the onset of the I*-CDW formation (τ = 25 ps), q‖

I∗ is found 0.3% smaller
than q‖

I (Figure 10b). The orientation of the in-plane I*-CDW modulation with respect to the
hexagonal axes also differs from the one observed in the I phase at equilibrium (Figure 10c).
Both parameters q‖

I∗ and αI∗ evolve in time to reach their reference values, albeit on different
timescales: few tens of ns for q‖

I∗ , about 1 ns for αI∗ ).
Let us note that due the limited penetration depth of the 800 nm photons in 1T-TaS2 (δL ≈

30 nm, see Section 2) and the resulting inhomogeneous excitation profile, it is expected that the
cell parameters a and c exhibit a significant depth-dependence over the 130 nm probed region.
The values of a and c given in Figure 9, which are deduced from lattice peaks, correspond to
an average over the entire probe depth of 130 nm. On the other hand, the satellite peak signal
originates from the I* phase region, which is confined within the depth ξc below the sample’s
surface. Its actual position in reciprocal space depends on the a and c parameters averaged over
the depth ξc < 130 nm, rather than on those presented in Figure 9. Despite this major limitation,
the two conclusions given above about the dynamics of the I*-CDW wave vector hold:

(i) The a parameter averaged over a 130 nm depth decreases (Figure 9), which means that
we may have underestimated the decrease of a over the depth ξc . In turn, we may
have underestimated the averaged value of a∗ = 4π/a

p
3 over the depth ξc , and thus
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overestimated q‖
I∗/a∗. Hence, our observation of a shorter I*-CDW wave vector with

respect to the equilibrium value cannot be explained by this experimental artefact.
(ii) The orientation of the ~a∗ and ~b∗ vectors remains unchanged at all delays across the

130 nm probe depth (see Section 3.2.1). There are thus no reasons to evoke a rotation of

the reciprocal space vectors over the depth ξc . As a result, the rotation of ~q‖
I∗ with respect

to ~a∗ can neither be explained by the differing diffracting volumes of the satellite and
lattice peaks.

Figure 10. (a) Graphical definition of the I*-CDW wave vector components. (b,c) Time

evolution of ~q‖
I∗ (black circles): (b) ‖ ~q‖

I∗‖ in a∗ units, and (c) angle between ~q‖
I∗ and

−~a∗, αI∗ . Values corresponding to the equilibrium I-CDW wave vector are also reported
on panels (b,c), using red dashed lines. The error bars correspond to ±σ where σ is the
standard deviation. Those were determined by propagating the errors on theϕ(τ), δ(τ) and
γ(τ) angles of both the I* satellite peak and the 1̄01 lattice peak.
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We emphasize that the observed dynamics of the I*-CDW wave vector cannot be attributed to
a simple change of the average lattice temperature following laser excitation. Indeed, the wave
vector of the I-CDW was shown to be temperature-independent in the range (350–420 K) [59,60].
For τ ≤ 1 ns, the I*-CDW thus intrinsically differs from the equilibrium I-CDW, not only by its

limited correlation length, but also by its orientation and its larger periodicity in the (~a,~b) plane

(q‖
I∗ < q‖

I ). In equilibrium conditions, it is widely accepted that ~q‖
I corresponds to a nesting

vector of the 2D Fermi surface of 1T-TaS2, lying close to one of the MK directions of reciprocal
space [42, 62]. Given the local linear dispersion of the electronic state energies along the MK
direction [63], a shorter nesting vector can be observed in the case where the Fermi energy is

lowered consecutive to hole-doping. Shortening of the ~q‖
I∗ wave vector in 1T-TaS2 has already

been observed in chemically hole-doped samples [62]. As for the photoinduced I*-CDW phase,
we propose that hole-doping is achieved in the pump–probe delay range τ ≤ 30 ns, owing to
the presence of CDW dislocations. We further develop this idea in the following discussion.
Understanding the larger value of αI∗ as compared to αI is certainly a more complex task. The
1°-wide range of αI reported in different samples of 1T-TaS2 at equilibrium suggest that defects
may play a role on the actual orientation of the I-CDW. A possibility would be that the CDW
dislocations mentioned above influences the I*-CDW orientation.

4. Discussion

In the following, we first expose a detailed description of the mechanism of the photoinduced
NC → I phase transition in 1T-TaS2, based on past electron and X-ray diffraction studies. Consid-
ering the sequence of nucleation, growth, coalescence and phase ordering processes, we discuss
the appearance of two kinds of topological defects, namely extended domain walls and disloca-
tions. Their influence on the phase ordering kinetics as well as on the CDW period in the photoin-
duced I*-CDW phase of 1T-TaS2 is finally examined in light of the present experimental results.

4.1. Nucleation and growth of I*-CDW phase regions

The development of the I*-CDW phase starts by the formation of several nuclei that subsequently
grow [30]. Assuming that the I*-CDW phase regions are free from defects, their size limits the
I*-CDW correlations lengths (Figure 6a) and one can write: VI∗ ∝ ξa,b

2 ×ξc . Such a situation was
evidenced in Ref. [33], where both VI∗ and the correlation lengths ξa,b and ξc could be determined
simultaneously, as in the present study. Since the I*-CDW period is incommensurate with that of
the underlying lattice, there is an infinite number of energetically equivalent I*-CDW states, each
corresponding to a distinct set of CDW phases θ j

I∗ ( j = 1,2,3) [43]. Hence, in the early step of the
photoinduced I*-CDW phase development, one can reasonably assume that isolated, defect-free
I*-CDW phase regions appear, each being characterized by a distinct set of CDW phases.

4.2. Coalescence

At some point in the growth process of the isolated I*-CDW regions, coalescence is expected
to occur. In a simple scenario, one can propose that the isolated I*-CDW regions then become
CDW-phase domains in a single extended I*-CDW phase region, as sketched in Figures 6b and 11.
Interestingly, the presence of CDW-phase domains was demonstrated experimentally in the equi-
librium I-CDW phase, in freshly synthesized 1T-TaS2 samples [64]. It was interpreted as resulting
from the rapid quench performed at the end of the synthesis in order to avoid the formation of
2H-TaS2 [39]. Ultrafast laser excitation and temperature quench, which both induce a sudden
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Figure 11. Spatial dependence of the I-CDW order parameter α(~r ) in a layer of 1T-TaS2.
(a) An extended domain wall (EDW) separates region 1 where the CDW-phases are θ1

I =
θ2

I = θ3
I = 0, and region 2 where θ1

I = −π, θ2
I = π and θ3

I = 0. (b) A dislocation is marked
by the symbol ⊥. Building the Burgers circuits around the dislocation and in a dislocation-
free zone allows one to determine the Burgers vector of the dislocation, ~bd (−,3). The 6
possible Burgers vectors of a I-CDW dislocation are depicted in the upper left part of
the figure.

change of the atomic potential, are indeed expected to give rise to similar distributions of the
CDW-phases θ j

I∗ (~r ). Let us note that the variation of the CDW-phases θ j
I∗ across CDW-phase do-

main boundaries causes an increase of the total internal energy that scales with the CDW-phase
gradients squared [43]. As a consequence, the I*-CDW-phase domains are more likely separated
by extended domain walls (Figure 11a) than by the sharp domains walls represented in Figure 6b,
extended domains walls allowing a reduction of the CDW-phase gradients.

In addition to the elastic deformations of the I*-CDW described above, edge dislocations are
susceptible to form in the CDW hexagonal lattice [43]. In analogy with edge dislocations in atomic
lattices, it is expected that their Burgers vectors ~bd link a maximum of the charge density with

one of its six nearest neighbours, yielding 6 possibilities (Figure 11b): ~bd (±, j ) =±2π/‖ ~q‖
I∗‖×

~
q‖ j

I∗
( j = 1,2,3). Such dislocations were indeed found to appear in a time-dependent Ginzburg–
Landau simulation of the formation of the I*-CDW [34]. This simulation showed that dislocations
have already been formed 20 ps after laser excitation. However, the results available make it
difficult to discuss whether the dislocations are created during coalescence of individual I*-CDW
phase regions after a nucleation-growth process, or by another source of strain on the I*-CDW. In
a scenario where dislocations are created during coalescence of defect-free I*-CDW phase regions
in 1T-TaS2, their Burgers vectors are expected to depend both on the orientation of the interfaces
and on the CDW-phase differences between the regions. The possible configurations are in this
case infinite, yielding a random distribution of each of the 6 types of dislocations.

4.3. Phase ordering

4.3.1. Models for phase ordering

Both extended domain walls and edge dislocations can evolve in time to let the correlation
length increase (so-called phase-ordering processes).
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When extended domain walls are present, the free energy is lowered by a reduction of the total
domain wall area, through coarsening of the domain pattern. In this case, the average domain
size (or I*-CDW correlation length) obeys a power-law scaling to time, following the Allen–Cahn
growth law ξI∗ ∝ τ0.5 suitable for systems with non-conserved order parameters [65].

As mentioned previously, edge dislocations may also be present and limit the correlation
length ξI∗ . In this case, phase-ordering proceeds through a reduction of their total number, via
pair annihilation of dislocations with opposite Burgers vectors. This process is driven by an at-
tractive elastic interaction force with 1/r dependence (Peach–Koehler force) [66]. The problem of
defect–antidefect pair annihilation has been studied theoretically in isotropic two-dimensional
media where randomly distributed dislocations with ~bd and −~bd Burgers vectors are present [67].
The surface density of defects is shown to decrease with a τ−1 behaviour. The correlation length ξ,
defined as the average distance between two defects, then increases following τ0.5. In the case of
a layer of 1T-TaS2 the situation is more complex, as three types of defect-antidefect pairs coexist:
~bd (+, j ) and ~bd (−, j ) with j = 1,2,3. Dislocations with Burgers vectors ~bd (±, j ) and ~bd (±, j ′) ( j ′ 6= j )
are susceptible to interact elastically without being annihilated, which gives a diffusive character
to their motions. In a diffusive motion regime and two-dimensional space, the surface density of
randomly distributed defects is shown to decrease following a τ−0.5 power law [68]: correlation
lengths then increase with a τ0.25 behaviour.

Both extended domain walls and edge dislocations are expected to be present in the photoin-
duced I*-CDW phase of 1T-TaS2, each type of defect evolving according to its own dynamics. The
growth kinetics of the CDW-phase domains is thus susceptible to strongly depend on the relative
numbers of both types of defects. According to the above-mentioned models, domain coarsening
following a τp power law is likely to be observed, with 0.25 ≤ p ≤ 0.5. However, it is not excluded
that the p exponent evolves with time, if the relative proportions of extended domain walls and
edge dislocations change as a consequence of their distinct dynamics.

4.3.2. Phase ordering as observed in the photoinduced I*-CDW phase

The phase ordering process corresponds to an increase of the correlation length in a single
region where the order parameter has already reached its equilibrium value. It thus translates into
a coarsening of the domain pattern. In CDW systems, experimental evidence for phase ordering
requires simultaneous measurement and analysis of the intensity and width of a CDW satellite
peak. To our knowledge, coarsening of the CDW-phase domains was unambiguously observed
only in the present work and in Ref. [32]. The data presented in this work show that, in the
(25 ps–50 ns) range of pump–probe delays studied, the photoinduced I*-CDW phase undergoes
phase-ordering in the (~a,~b) plane with a τ0.22(4) length-scaling. In Ref. [32], the I*-CDW phase was
found to undergo phase-ordering in the (~a,~b) plane with a τ0.5 length-scaling in the (100–500 ps)
pump–probe delay range. Both experiments reveal domain coarsening, with correlation lengths
increasing according to power laws in time τp . While the p exponents both fall in the range
predicted by theoretical models, those differ significantly from one experiment to the other.

These markedly different behaviours might originate from the different excitation wave-
lengths and absorbed fluences used in Ref. [32] (1550 nm, 6.9 mJ/cm2) and in the present work
(800 nm, 3.9 mJ/cm2), which results in differing depth-dependent profiles of absorbed energy
density and, in turn, in differing profiles of quasi-equilibrium temperature once the excitation
energy is transferred to the lattice after few picoseconds. Recalling that the growth kinetics of nu-
cleated regions depends on temperature [69], one could propose that at the time of coalescence,
the relative speeds of the I*-CDW phase fronts strongly differ in both experiments. This, in turn,
could yield different distributions of extended domain walls and CDW-dislocations in the short-
range correlated I*-CDW state, thereby influencing the coarsening dynamics.
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Note that in the thick samples used for X-ray diffraction studies, the I*-CDW develops only
close to the surface owing to the limited penetration depth of either the 800 nm or the 1550 nm
photons of the pump pulse. Growth in the c-axis direction might be hindered by the small exci-
tation depth, with possible repercussions on the growth or coarsening in the (~a,~b) plane. In this
respect, another explanation for the observation of the distinct coarsening dynamics following
800 nm (this work) and 1550 nm excitations (Ref. [32]) could stem from the differing excitation
depths δL of 800 nm and 1550 nm photons, which amount 30 nm and 45 nm respectively.

Overall, the results presented in this work and Ref. [32] indicate that the kinetics of domain
coarsening might depend on several parameters including the type of defects created in the
I*-CDW and their distribution, as well as the limited extent of the I*-CDW in the c-axis direction.
Determining the exact role of each of those parameters in the kinetics of phase ordering calls for
additional experiments in thin samples (10 nm), using various excitation wavelengths and laser
fluences.

4.3.3. CDW dislocations and self-doping in the photoinduced I*-CDW phase

Edge dislocations in CDWs are characterized by a local cancellation of the CDW-amplitude
and a dipolar charge distribution associated with the π CDW-phase shift [66], which yields
bound electronic states with energies distributed just below the Fermi energy (intra-CDW-gap
states) [70]. Electrons trapped in those states do not belong to the CDW condensate, tantamount
to a self-hole-doping in presence of CDW edge dislocations. The transient shortening of q‖

I∗ ,
which we attributed to a transient hole-doping of the photoinduced I*-CDW in Section 3.2.2,
thus likely originates from the presence of dislocations in the I*-CDW phase. As coarsening
occurs, the number of dislocations progressively decreases through pair-annihilation, thereby
reducing the density of states of the intra-CDW-gap trapping sites. This, in turn, would explain
the regular increase of q‖

I∗ in the pump–probe delay range (25 ps–50 ns), towards its equilibrium
value. It is interesting to note that in the experiment of Ref. [33], where the growth of isolated
and defect-free I*-CDW regions was observed over an extended delay range (50 ps–10 ns), no
significant changes of q‖

I∗ could be detected despite a q-resolution comparable to the present
experiment. This further supports the idea that the dynamics of q‖

I∗ observed in the present
work is related to the time-evolution of defects of the I*-CDW, in the form of I*-CDW dislocation
annihilations.

The proportion of trapped electrons in the photoinduced I*-CDW phase can be inferred

from the q‖
I dependence observed in chemically hole-doped samples. In 1T-(Ta1−x Tix )S2 for

instance, Ta-atoms bring one conduction electron each, while Ti-atoms do not bring any: x
then represents the fraction of holes among conduction electrons. Wilson et al. determined that
q‖

I (x) = q‖
I (x = 0)× [1−0.5327x] for x ≤ 0.25 [62]. In 1T-TaS2 at τ= 25 ps, when the I*-CDW wave

vector exhibits its smallest length, the ratio q‖
I∗/q‖

I amounts 0.9969 (Figure 10b). This translates
into a fraction xt (τ= 25 ps) = 0.58% of trapped electrons among conduction electrons or, equiv-
alently, a surface density of trapped electrons ρt (τ = 25 ps) = (xt (τ= 25 ps))/(a2 × sin(120)) =
5.9×10−2 nm−2. The average number of trapped electrons per dislocation can also be estimated.
The I*-CDW correlation length in the (~a,~b) plane allows calculating the surface density of dislo-
cations: ρd (τ = 25 ps) = 4/πξ2

a,b = 1.4× 10−3 nm−2. It follows that about 40 electrons would be
trapped at each dislocation site.

Putting together the elements given in Section 3.2.2 and above, the complete scenario would
be the following. The photoinduced I*-CDW phase differs from the I-CDW phase observed at
equilibrium by the presence of topological defects, namely extended domain walls and CDW
dislocations, which are formed at the time of coalescence of the nucleated I*-CDW phase re-
gions. The dipolar charge distributions associated with CDW dislocations trap a fraction of the
conduction electrons into intra-CDW-gap states, which lowers the Fermi energy and shrinks the
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Fermi surface. The I-CDW modulation, which is driven by nesting of the Fermi surface, then ex-

hibits a shorter wave vector ~q‖
I∗ as compared to the equilibrium I-CDW phase. As for the dy-

namics, the correlation lengths of the I*-CDW phase progressively increase on the ns timescale,
owing to, among others, CDW dislocation annihilations. This causes a reduction of the density
of intra-CDW-gap states and, in turn, an increase of the Fermi energy towards its equilibrium

value. Concomitantly, the Fermi surface expands and the nesting vector ~q‖
I∗ elongates as shown

in Figure 10b.

5. Summarizing conclusion and outlook

Based on the results of the present experiment and those of Refs. [32, 33], we built an improved
description of the mechanisms at work behind the photoinduced NC → I phase transition in
1T-TaS2. The photoinduced I*-CDW phase appears in the form of nuclei which subsequently
grow. At this stage, the I*-CDW correlation lengths were shown to be limited by the size of
the isolated I*-CDW regions [33], which highlights the absence of defects within those. The
incommensurate nature of the I*-CDW enables an infinite number of energetically equivalent
possibilities to position the charge density maxima relative to the underlying atomic lattice.
Each isolated I*-CDW region is thus characterized by a distinct set of CDW-phases (θ1

I∗ ,θ2
I∗ ,θ3

I∗ ).
When coalescence occurs, a single I*-CDW phase region emerges. It is fragmented into CDW-
phase domains, reminiscent of the isolated I*-CDW regions with distinct CDW-phases. At this
stage, the I*-CDW correlation length corresponds to the average distance between defects in the
charge density modulation. CDW-phase accommodations between two adjacent domains can
be achieved by two types of defects: extended domain walls and CDW-dislocations. Domain wall
motions and dislocation annihilations allow the correlation lengths to increase, in a so-called
phase-ordering process. In this regime, a self-similar growth of the CDW-phase domain pattern
is observed with τp length-scaling (this work and Ref. [32]). p-exponents in the range (0.22–0.5)
can be retrieved from the available experimental data, which compares reasonably well with the
results of existing theories on coarsening [65, 67, 68].

In the present work, we have shown that the photoinduced I*-CDW phase differs from the
I-CDW phase at equilibrium, not only by its limited correlation length, but also by a larger period
of the CDW modulation (shorter wave vector of the CDW). We propose that the increased period
of the I*-CDW modulation would be due to a smaller number of conduction electrons involved
in the collective CDW state, some of them being trapped at CDW-dislocation sites. In this view,
the I*-CDW appears as a hole-doped I-CDW.

This and previous works [32] indicate that the kinetics of phase ordering in the photoinduced
I*-CDW phase could be influenced by the distribution of extended domain walls and CDW-
dislocations. The latter distribution arises from complex interactions between nucleated regions
at the time of coalescence, which likely depend on the quasi-equilibrium temperature reached
once the laser pulse energy is transferred to the lattice. The next challenge will certainly consist
in achieving a complete description of defect formation in the photoinduced I*-CDW. In this view,
performing wavelength-dependent studies at short timescales, when coalescence of the initially
formed I*-CDW regions occurs, would be of high interest.
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Abstract. Nonlinear phononics is the phenomenon in which a coherent dynamics in a material along a set of
phonons is launched after its infrared-active phonons are selectively excited using external light pulses. The
microscopic mechanism underlying this phenomenon is the nonlinear coupling of the pumped infrared-
active mode to other phonon modes present in a material. Nonlinear phonon couplings can cause finite
time-averaged atomic displacements with or without broken crystal symmetries depending on the order,
magnitude and sign of the nonlinearities. Such coherent lattice displacements along phonon coordinates
can be used to control the physical properties of materials and even induce transient phases with lower
symmetries. Light-control of materials via nonlinear phononics has become a practical reality due to the
availability of intense mid-infrared lasers that can drive large-amplitude oscillations of the infrared-active
phonons of materials. Mid-infrared pump induced insulator–metal transitions and spin and orbital order
melting have been observed in pump–probe experiments. First principles based microscopic theory of
nonlinear phononics has been developed, and it has been used to better understand how the lattice evolves
after a mid-infrared pump excitation of infrared-active phonons. This theory has been used to predict light-
induced switching of ferroelectric polarization as well as ferroelectricity in paraelectrics and ferromagnetism
in antiferromagnets, which have been partially confirmed in recent experiments. This review summarizes the
experimental and theoretical developments within this emerging field.
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induced phonon dynamics.
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1. Introduction

Light is a popular probe that is widely used to investigate the structure and properties of mate-
rials. However, light has seldom been used to coherently control materials, notwithstanding its
use as a source of heat. New methods for modifying crystal structures can lead to previously un-
explored structures with unusual physical properties. Therefore, there is much interest in devel-
oping a technique to control materials using light in the hope that this can be used to stabilize
hitherto unknown structures that have not been accessed using pressure, heterostructuring or
isovalent chemical doping.
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On the practical side, light-control of materials requires intense laser sources that excite ma-
terials and examine the excited state. Such pump–probe laser setups were pioneered in chem-
istry laboratories, and their development was instigated by the dream of controlling chemical
reactions by selectively exciting bond-specific vibrations using ultrashort laser pulses [1]. In a
thermodynamically activated chemical reaction, statistical laws imply that indiscriminately im-
parted energy to the reactants cause large amplitude atomic vibrations along the weak bonds,
which then get ruptured. By using an intense laser pulse to induce large amplitude vibrations
along a stronger bond-stretching mode, it has been shown that it is possible to modify the chem-
ical reaction pathway and obtain a different set of products [2]. However, bond-selective light-
control of chemical reactions has only been successful in relatively simple molecules with few
atoms [3]. In complex molecules, it has been found that the vibrational energy in the pumped
mode is quickly redistributed to other modes present in the molecule, and the pumped mode
dissipates and dephases before the amplitude of its vibration becomes large [4].

Vibrational energy redistribution occurs due to nonlinear couplings between the vibrational
modes of a molecule [5, 6]. Two-dimensional (2D) pump–probe spectroscopy techniques have
been developed that can simultaneously measure the oscillations of the pumped mode and
other modes that are nonlinearly coupled to it [7]. This has allowed the determination of the
nature and magnitude of the nonlinear couplings, as well as the dissipation and dephasing
times of the vibrations. The nonlinear couplings between different vibrational modes appear as
off-diagonal peaks in 2D pump–probe spectroscopy measurements. In addition to the lowest-
order Q1Q2 coupling between two vibrational mode coordinates Q1 and Q2, higher-order Q1Q2

2
nonlinearity has also been inferred from the measurements [8, 9]. It has also been noted that
Q1Q2

2 nonlinearity causes Frank–Condon-like displacement along the vibrational coordinates in
the excited state [10].

Although nonlinear couplings between vibrational modes are an impediment to bond-
selective chemistry in large molecules, they do lead to observation of coherent vibrations of non-
linearly coupled modes in 2D pump–probe spectroscopy. The discussion of a similar effect in
crystalline solids due to nonlinear coupling between phonons starts with the proposal of ionic
Raman scattering in the 1970s [11, 12]. These studies showed that infrared-active (IR-active)
phonons can play the role of an intermediate state in a Raman scattering process in the pres-
ence of a QRQ2

IR nonlinear coupling between a Raman-active phonon mode QR and an IR-active
phonon mode QIR.

Ionic Raman scattering has not yet been observed in light scattering experiments. How-
ever, Först et al. observed coherent oscillations at frequencies corresponding to Raman-active
phonon modes in their time-resolved reflectivity measurements after a mid-IR pump in metallic
La0.7Sr0.3MnO3 [13]. They proposed that these oscillations occur because Raman-active modes
are coherently excited when an IR-active phonon mode is externally pumped due to QRQ2

IR non-
linearities, and this phenomenon has been called stimulated ionic Raman scattering. In that
study, oscillations of the pumped mode were not measured via time-resolved spectroscopy ex-
periments to show that IR-active phonon excitations, and not electronic excitations, are re-
sponsible for the coherent oscillations of the Raman-active phonons. However, coherent oscil-
lations at Raman-active phonon frequencies have been observed in insulating ErFeO3 [14] and
LaAlO3 [15] in time-resolved spectroscopy experiments after a mid-IR pump, and these exper-
iments do show that the amplitude of the oscillations are largest when the pump frequency is
tuned to the frequency of the IR-active phonon mode. Moreover, oscillations of the pumped
mode as well as the nonlinearly coupled low-frequency mode have been simultaneously ob-
served after a mid-IR pump in time-resolved second harmonic generation (SHG) experiment
on LiNbO3 [16], which conclusively demonstrates the phenonmenon of stimulated ionic Raman
scattering.
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Först et al. have also noted that a Raman-active phonon mode experiences a force propor-
tional to gQ2

IR in the presence of a nonlinear coupling term gQRQ2
IR with coupling constant g [13].

Since the force is proportional to the square of the IR-active phonon coordinate, total force ex-
erted on the Raman-active mode has a nonzero time-averaged value while the IR-active mode
is oscillating. This causes the lattice to get displaced along the Raman-active phonon coordinate
when the IR-active mode is pumped, and this phenonmena has been termed nonlinear phonon-
ics. Time-resolved X-ray diffraction experiments on La0.7Sr0.3MnO3 and YBa2Cu3O6.5 after an in-
tense mid-IR excitation have found intensity modulation of Bragg peaks of less than 0.5%, and
it has been argued that these modulations are due to lattice displacement along Raman-active
phonon coordinates [17, 18]. In YBa2Cu3O6.5, this corresponds to bond length changes of less
than 1 pm. Furthermore, these materials are metallic, and oscillations of the pumped mode
have not been measured in these experiments to rule out electronic excitation as a cause of the
structural changes. More convincing evidence of light-induced displacement due to nonlinear
phononics has been proposed [19] and then observed in ferroelectric LiNbO3, which has a high-
frequency IR-active phonon with a large oscillator strength [16]. In this material, a strong reduc-
tion and sign reversal of the electric dipole moment and a simultaneous oscillation at the fre-
quency of the pumped IR-active mode has been observed in pump–probe SHG experiments. This
demonstrates that a coherent displacement of the lattice along a phonon coordinate is feasible
at least in insulators that have IR-active phonons with a large oscillator strength.

Coherent lattice displacements due to nonlinear phononics after mid-IR excitations have been
attributed to be the cause of insulator–metal transitions in Pr1−x Cax MnO3 (x = 0.3,0.5) [20, 21]
and NdNiO3 [22], orbital order melting in La0.5Sr1.5MnO3 [23, 24], and magnetic order melting
in NdNiO3 [25]. Although phase transitions in these materials occur after a mid-IR pump, nei-
ther coherent lattice displacements nor excitations of the pumped IR-active phonon was demon-
strated in any of these experiments. Therefore, it is not yet known if lattice displacements due to
nonlinear phononics can be large enough to modify the physical properties of materials. Most of
the currently reported phase transitions due to mid-IR excitations involve melting of order. Since
light pulses always impart heat, it may be infeasible to unambiguously show that melting of or-
der is due to nonlinear phononics because it might not be possible to disentangle the effects of
heating and light-induced phonon excitations. Light-control of materials properties via nonlin-
ear phononics can only be conclusive when it involves breaking of symmetries that are present
in the equilibrium phase. Light-induced breaking of inversion symmetry in oxide paraelectrics
has been theoretically predicted [26], and Nova et al. have observed metastable ferroelectricity in
SrTiO3 after a mid-IR pump [27]. However, the same effect in SrTiO3 has also been achieved using
terahertz pump [28]. So it is not yet clear if the observed mid-IR pump induced ferroelectricity is
caused by lattice displacements due to nonlinear phononics.

Mid-IR pump terahertz probe experiments have been performed on several superconduc-
tors [29–32]. The reflected electric field transients of probe pulses are enhanced by a few per-
cent in these experiments, and the nonequilibrium state with enhanced reflectivity relaxes to the
normal state within 1–2 ps. Although the low-frequency optical conductivity of a short-lived state
is not a well defined quantity, the Fourier transform of the reflected electric field transients have
been analyzed in terms of frequency-domain optical conductivity. The increased time-dependent
reflectivity after a mid-IR pump appears as a low-frequency peak in the imaginary part of the
reconstructed optical conductivity σ2(ω), and this has been interpreted as a signature of light-
induced superconductivity. In a true superconducting state, the real part of the optical con-
ductivity σ1(ω) should concomitantly decrease at low frequencies. However, the reconstructed
σ1(ω) shows an increase at low frequencies. Moreover, there have been no two-dimensional spec-
troscopy experiments to show that an IR-active phonon mode is actually being pumped while the
metastable state with increased reflectivity gets transiently realized, making the connection of
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nonlinear phononics phenomena in these experiments rather tenuous. In fact, the reconstructed
σ2(ω) shows a superconductivity-like behaviour after a mid-IR pump in samples where even the
IR-active phonon is not observed in optical spectroscopy experiments [32], suggesting that the
observed light-induced effect is due to electronic excitations. Since light-induced superconduc-
tivity is not apparent in the raw data and only manifests after data analysis, this subject will not
be discussed in this review. Readers interested in this subject are pointed to reviews that discuss
the mid-IR pump experiments in superconductors in detail [33–35].

Light-induced structural dynamics in crystals has been theoretically studied using molecular
dynamics [36] and time-dependent density functional theory calculations [37]. These methods
have the advantage of taking into account the light-induced changes in all the dynamical degrees
of freedom present in the material. But it is cumbersome to extract the relevant nonlinear cou-
plings between the pumped IR-active mode and coupled Raman-active modes from these meth-
ods, which hinders the understanding of the microscopic processes that cause the light-induced
phenomena. Subedi et al. started the use of a theoretical framework to study nonlinear phononics
that is based on symmetry principles to identify the symmetry-allowed nonlinear couplings, first
principles calculations of the coefficients of these nonlinear terms, and solution of the equations
of the motions for the coupled phonon coordinates [38]. This framework was used to explain the
light-induced phenonmena observed in the pioneering mid-IR pump experiments in the man-
ganites [13,20]. Calculations based on this framework was used to reconstruct the mid-IR pump-
induced changes in the structure of YBa2Cu3O6.5 [18] and explain the observation of symmetry-
breaking Raman-active modes in orthoferrites [39]. A mechanism for ultrafast switching of ferro-
electricity was proposed using this method [19], and a recent observation of momentary reversal
of ferroeletricity in LiNbO3 has partially confirmed this prediction [16]. Light-induce ferroelec-
tricity [26] and ferromagnetism [40] have also been proposed, the latter prediction based solely
on symmetry arguments. Recent mid-IR pump experiments have observed long-lived metastable
ferroelectricity in SrTiO3 [27] and ferromagnetism in DyFeO3 [41] and CoF2 [42], but the precise
mechanisms for these phenomena need to be clarified with further experimental studies. Other
theoretical predictions based on the nonlinear phonon couplings that await experimental con-
firmations include indirect-to-direct band gap switching [43], phono-magnetic analogs of opto-
magnetic effects [44], cavity control of nonlinear phonon interactions [45], and excitation of an
optically silent mode in InMnO3 [46].

Recent successes in light-control of materials using mid-IR pulses show that nonlinear
phononics has an important role to play at the frontier of materials physics. This is further under-
scored by the construction of several free electron laser sources that have recently come online or
are in the process of being built. There have been several reviews of this field that have focused on
the experimental aspects of the field [33–35, 47–49]. This review attempts to summarize the ex-
perimental and theoretical developments in the field of nonlinear phononics, emphasizing how
theoretical calculations have helped the experimentalists drive this field forward.

2. Theoretical approach

In nonlinear phononics experiments, experimentalists are equipped with a light source that can
strongly excite some set of IR-active phonons of a material, and they want to understand how
the structure and physical properties of the material changes after the phonon excitation. In
another situation, experimentalists know a phonon mode associated with an order parameter,
and they want to identify the IR-active phonons that should be pumped to alter the ordered state
by coherently displacing the lattice along the phonon coordinate of the order parameter. Subedi
et al. initiated the use of a microscopic theory to quantify the nonlinear couplings between
the IR- and Raman-active phonons and predict the light-induced structural dynamics from first
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principles [38]. This framework relies on (i) symmetry principles to determine which phonon
modes can couple to the pumped IR-active phonon, (ii) first principles calculation of the energy
surface as a function of the coupled phonon coordinates to extract their nonlinear couplings, and
(iii) solution of the coupled equations of motions for the phonon coordinates.

The first step in a nonlinear phononics experiment is the identification of phonons of a ma-
terial. Since light couples to phonons near the Brillouin zone center, the phonons relevant to a
nonlinear phononics experiment are measured using optical reflectivity and Raman scattering
experiments. In addition to measuring the frequencies, these experimental methods also yield
information about the symmetry of the phonons. In the theory side, density functional theory
(DFT) based methods can calculate forces on atoms, and these can be used to construct dynam-
ical matrices. Diagonalization of the dynamical matrices produces phonon frequencies and their
irreducible representation (irrep) can be determined by studying how the corresponding eigen-
vectors transform under the symmetry operations of the point group of the material. In this way,
the phonon frequencies and their symmetries can be reconciled between experiment and theory.

The ability to pump a particular set of phonons in a material depends on the frequency
and power of the available laser source. The pump-induced response of a material is usually
investigated by analyzing the reflected, transmitted or scattered probe pulses. The phonons
that are nonlinearly coupled to the pumped IR-active mode are observed as oscillations in the
amplitude of the detected probe pulse. Although the response along the coupled phonon modes
can easily be detected after a pump, extraction of nonlinear couplings from experimental data
has so far proven to be difficult. Additionally, coherent change in lattice can also be inferred from
time-resolved diffraction experiments, but a complete determination of the structural changes
has been impractical because this requires measuring changes in numerous diffraction peaks as
a function of time after a pump. The usefulness of the DFT-based microscopic theory of nonlinear
phononics lies in the ability to calculate nonlinear couplings from first principles, which makes
it possible to efficiently calculate and predict pump-induced structural changes.

To extract the nonlinear phonon couplings between two modes, the calculated phonon eigen-
vectors are used to generate a large number of structures as a function of the two phonon coor-
dinates. DFT calculations are run again to calculate total energies of these structures. The total
energies are then collected and fit with a polynomial to extract the coefficients corresponding to
the nonlinear terms in the expansion of the total energy as a function of the phonon coordinates.
Although a generic polynomial can be used to fit the calculated total energy surface, polynomi-
als with only symmetry-allowed terms are used in the fitting to reduce the sources of numerical
noise. The symmetry allowed terms are determined by noting that the total energy is a scalar and
has the trivial irrep. For the cubic order coupling QRQ2

IR, it implies that an IR-active mode can
only couple to a Raman mode with the irrep Ag in centrosymmetric crystals because the square
of an irrep is the trivial irrep Ag . However, if two different IR modes are pumped simultaneously,
then their coupling to the Ag mode is forbidden with the QRQIR1QIR2 term because the product
of two different odd irreps cannot equal the trivial irrep. For example, if phonons with the irreps
B2u and B3u of a material with the point group mmm are pumped simultaneously, only Raman-
active modes with the irrep B1g can nonlinearly couple to them because B1g ⊆ B2u ⊗B3u . For the
quartic term Q2

RQ2
IR, any Raman mode can couple to the pumped mode because the square of

any irrep is the trivial irrep.
After the nonlinear coefficients present in the polynomial fit of the calculated energy surface

as a function of phonon coordinates are extracted, the phonons are treated as classical oscillators
to study their light-induced dynamics. The coupled equations of motion for phonon coordinates
are numerically solved in the presence of a forcing term of the form F (t ) = Z∗

αF0 sin(Ωt )e−t 2/σ2
.

Here, Z∗
α is the component of the mode effective charge along the direction α, and it is related to

the Born effective charge tensor Z∗
κ,αβ of atom κwith mass mκ and the eigendisplacement vector
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wκ,β by the expression Z∗
α =Σκ,βZ∗

αβ
wκ,β/

p
mκ [26]. The mode effective charge can be calculated

from first principles and is related to the LO–TO splitting that can be experimentally measured.
Hence, except for the damping of the phonon modes that are roughly 10–20% of the respective
phonon frequencies, all the quantities necessary for calculating the light-induced dynamics can
be determined from first principles.

3. Coherent lattice displacement due to cubic-order coupling

3.1. Coherent displacement in Pr0.7Ca0.3MnO3

An insulator–metal transition in Pr0.7Ca0.3MnO3 after an excitation with a mid-IR laser was re-
ported by Rini et al. in 2007 [20]. This was the first report of a pump–probe experiment in a transi-
tion metal oxide using a mid-IR pump that could excite the high-frequency IR-active phonons of
the material causing changes in the metal-oxygen bond distances. The observed insulator–metal
transition was understood in terms of the modification of the electronic bandwidth associated
with the changes in these bond distances. In 2012, Först et al. proposed that nonlinear phonon
coupling of the type QRQ2

IR can cause a coherent lattice displacement along the Raman-active
phonon coordinate QR when the IR-active phonon coordinate QIR is externally pumped [13].
Subedi et al. theoretically investigated whether this nonlinear phononics phenonmenon can ex-
plain the observed insulator–metal transition in Pr0.7Ca0.3MnO3 and found that externally ex-
citing an IR-active phonon mode of this material can cause a lattice displacement along a low-
frequency Raman-active phonon coordinate [38].

Optical spectroscopy shows that there is an IR-active phonon mode with a large oscillator
strength in this material at 573 cm−1 [50]. In their experiment, Rini et al. used a mid-IR laser with
a frequency near 573 cm−1 to pump this highest-frequency IR-active phonon of the material.
For computational efficiency, Subedi et al. studied this phenomenon on the parent compound
PrMnO3. They started by calculating the zone center phonon frequencies and eigenvectors of
this material. The calculated frequencies of the three highest IR-active phonon modes are 633,
640, and 661 cm−1 with irreps B1u , B2u , and B3u , respectively. Since the product of an irrep with
itself is the trivial irrep Ag , any of the seven Ag phonon modes present in the material can couple
with an IR-active mode with a cubic-order QRQ2

IR nonlinear coupling. The irreps of the pumped
IR-active mode and the Ag mode that couples to the pumped mode was not reported in the
experimental study [20]. So total energies E(QR,QIR) as a function of the QR and QIR coordinates
were calculated for each pair of Ag and high-frequency IR-active phonon modes. The Ag (9)
and B1u modes showed a large nonlinear coupling, and the calculated energy surface of this
pair is shown in Figure 1 (bottom). The high-frequency B1u mode involves changes in the bond
length between the apical O and Mn of the MnO6 octahedra. The Ag (9) mode has a relatively
low calculated frequency of 155 cm−1 and involves rotation of the MnO6 octahedra about the c
axis as shown in Figure 1 (top). The in-plane angle between the corner-shared octahedra become
closer to 90° for positive values of the Ag (9) coordinate, while the distortion increases for negative
values.

The calculated energy surface between Ag (9) and B1u modes fits the following polynomial

E(QR,QIR) = 1
2Ω

2
RQ2

R + 1
2Ω

2
IRQ2

IR + 1
3 a3Q3

R + 1
4 b4Q4

IR

− 1
2 gQRQ2

IR, (1)

with QR and QIR now denoting the coordinates of the Ag (9) and B1u modes, respectively. Since
the pump-induced dynamics causes large displacements along the phonon coordinates, they can
be regarded as classical oscillators. The effect of an external pump on the IR-active mode can
be treated by the presence of a driving term F (t ) = F sin(Ωt )e−t 2/2σ2

, where F , σ, and Ω are the
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Figure 1. Top: sketch of the atomic displacements corresponding to the Ag (9) Raman-
active phonon mode of PrMnO3 A positive value of the Ag (9) coordinate brings the angle
between octahedra closer to 90°. Bottom: total energy as a function of the Ag (9) coordinate
for several values of the B1u coordinate. For visual clarity E(QR,QIR)−E(0,QIR) is plotted so
that all curves coincide at QR = 0. Reproduced from [38].

amplitude, time-width and frequency of the pump pulse, respectively. The zero of the time delay t
is typically chosen such that t = 0 when the pump and probe pulses are superposed. The coupled
equations of motions for the two phonon coordinates in the absence of damping terms then read

Q̈IR +Ω2
IRQIR = gQRQIR −b4Q3

IR +F (t )

Q̈R +Ω2
RQR = 1

2 gQ2
IR −a3Q2

R. (2)

For a finite pump amplitude F , the oscillation of the QIR coordinate has a time dependence
QIR(t ) ∝ FΩIRσ

3 cosΩIRt [38]. Due to the cubic-order coupling between the two modes, the
Raman coordinate experiences a forcing field gQ2

IR/2 ∝ g F 2Ω2
IRσ

6(1 − cos2ΩIRt ), which has
a finite time-averaged value. Therefore, unlike the pumped IR-active mode, the Raman mode
vibrates about a displaced position. Numerical solution of these coupled equations of motion
also confirms this picture. Figures 2(a) and (b) show the dynamics of the QR coordinate with and
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Figure 2. Dynamics of the Ag (9) Raman mode. Left panel: dynamics without damping.
Right panel: dynamics with damping values of 5% for both Ag (9) and B1u modes. Repro-
duced from [38].

Figure 3. DFT+DMFT orbitally resolved density of states of Mn-d states in PrMnO3 for the
equilibrium orthorhombic (insulating) and cubic (metallic) crystal structures. Reproduced
from [38].

without damping terms. In both cases, the QR coordinate oscillates about a displaced position
while the QIR mode is also oscillating with a finite amplitude.

Since the lattice displaces along the positive value of the Ag (9) coordinate while the B1u is
pumped, the rotation of the MnO6 octahedra in the ab plane gets reduced. This should bring
the system closer to the metallic phase because reduced octahedral rotation enhances hopping
of the Mn d electrons via oxygen sites. Subedi et al. performed combined density functional
theory and dynamical mean field theory (DMFT) electronic structure calculations on the cubic
and equilibrium structures of PrMnO3 to understand how the electronic structure changes as the
octahedral rotation is suppressed. The calculated partial density of states of the Mn t2g and eg

orbitals for the two structures are shown in Figure 3. They show that the distorted equilibrium
structure is insulating, while the cubic structure is metallic. This suggests that light-induced
suppression of the octahedral rotation due to nonlinear phononics might cause insulator–metal
transition in this material.

Has it been conclusively shown that the observed mid-IR pump-induced insulator–metal
transition in Pr0.7Ca0.3MnO3 is due to displacement of the lattice along the Raman coordinate?
It is worthwhile to point out that any magnetic, optical, and electrical perturbations easily
cause insulator–metal transition in Pr0.7Ca0.3MnO3 [51–53]. There have been no experiments to
measure the oscillations of the pumped IR- and Raman-active modes using 2D spectroscopy to
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Figure 4. Calculated total energy of all the Ag modes for a frozen B1u displacement of 0.14 Åp
u (u, atomic mass unit), corresponding to a change in the apical O–Cu distance of 2.2 pm.

Arrows indicate the potential minima. Reproduced from [18].

show that these phonons are excited in the experiment, nor have the light-induced changes in
the structure been studied using time-resolved X-ray diffraction spectroscopy. Moreover, since
the light-induced transition is from an insulating to a metallic phase, heating effects cannot be
ruled out as the cause of the transition unless the timescale for thermal redistribution of the
pumped vibrational energy is disentangled from the timescale of any displacement along the
Raman coordinate. As a result, it may be practically impossible to conclusively prove that pump-
induced insulator–metal transition in this material is due to a displacement along the Raman
coordinate.

3.2. Coherent displacement in ortho-II YBa2Cu3O6.5

A mid-IR pump-induced increase in reflectivity has been observed in several cuprates, and this
fact from raw data has been interpreted as a signature of light-induced transient supercon-
ductivity [29–31]. Mankowsky et al. have performed a combined time-resolved X-ray diffrac-
tion and first-principles lattice dynamics study to find out if the light-induced effect observed
in YBa2Cu3O6.5 is due to structural changes caused by nonlinear phononics [18]. Optical spec-
troscopy experiments show that this material has an IR-active phonon with a frequency of
640 cm−1 [54]. This mode has the irrep B1u . Mankowsky et al. pumped this mode with an in-
tense mid-IR laser pulse and measured changes in the diffraction intensity of four Bragg peaks
as a function of time using time-resolved X-ray diffraction experiment. The intensities either in-
creased or decreased promptly after a mid-IR pump. Since the intensity of a Bragg peak is propor-
tional to the square of the structure factor, which is a function of atomic positions, this implies
that the crystal structure of the material coherently changes after the pump. However, ortho-II
YBa2Cu3O6.5 has 25 atoms, and they were not able to fully resolve the light-induced changes in
the crystal structure by measuring the changes in intensities of only four Bragg peaks.

There are 11 Ag modes in this material, and all of them can couple to the pumped B1u mode
with a cubic-order QRQ2

IR coupling. Mankowsky et al. calculated the total energy surface for each
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Figure 5. Time-dependent diffracted peak intensity (I ) for four Bragg reflections. The solid
curves are fit to the experimental data which were done by adjusting the B1u amplitude
and relaxation times. The relative amplitudes and signs of the curves are determined from
the calculated structure using only the four most strongly coupled modes (green) or all Ag

modes (red). Reproduced from [18].

pair of B1u and Ag modes. The total energies of the seven Ag modes for a B1u displacement of
0.14 Å

p
amu are shown in Figure 4. The calculated energy curves show that four Ag modes show

significant coupling to the pumped B1u mode, and these modes involve out-of-plane motion of
the apical O and Cu ions. The rest of the Ag modes that are weakly coupled involve in-plane mo-
tions of the O ions in the CuO2 plane. The presence of these nonlinearities was also independently
confirmed by the calculations of Ref. [55]. Changes in the intensities of the four Bragg peaks mea-
sured in the time-resolved X-ray diffraction experiment were calculated considering the displace-
ment of the lattice along these Ag coordinates. The measured and calculated changes in the in-
tensities of the Bragg peaks as a function of time are shown in Figure 5. With only the B1u pump
amplitude and the decay time as the fitting parameters, the changes in the crystal structure due
to displacement along the Ag coordinates could independently reproduce the pump-induced
changes in intensities of the four measured Bragg peaks. In the transient structure corresponding
to the B1u amplitude of 0.3 Å

p
amu estimated for the pump intensity utilized in the the exper-

iment, the apical O–Cu distance decreases and the O–Cu–O buckling increases. There is also an
increase of the intra-bilayer distance and a decrease of the inter-bilayer distance. The changes in
the distances are around 1 pm, and DFT calculations show that these cause practically no mod-
ification of the electronic structure for the estimated pump-induced amplitude of the B1u mode
in the experiment [18]. This suggests that structural changes due to nonlinear phononics do not
cause the observed light-induced enhancement of reflectivity in this material.
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3.3. Excitation of Raman modes with nontrivial irreps in ErFeO3

ErFeO3 is an insulator with a band gap of 2.1 eV, and it shows resonances at 540 and 567 cm−1

in the optical conductivity spectra corresponding to phonons with irreps B3u and B2u , respec-
tively [56]. When either the B3u or B2u mode of this material was externally pumped with light
polarized along a or b axes, respectively, Nova et al. observed oscillations at the frequency of
112 cm−1 corresponding to an Ag Raman-active phonon mode [14]. This reflects the cubic-order
QRQ2

IR coupling between the pumped IR-active and Ag modes. In addition, they measured two
B1g phonons with frequencies of 112 and 162 cm−1 when the B3u and B2u modes were simulta-
neously pumped. The excitation of the B1g phonons is due to a cubic-order QB1g QB2u QB3u cou-
pling that is allowed by symmetry because B1g ⊆ B2u ×B3u . Juraschek et al. studied the dynam-
ics of these phonons in ErFeO3 using theoretical framework described above and found large
symmetry-allowed cubic-order couplings between the Raman- and IR-active phonons that ex-
plains the observed pump-induced Raman oscillations [39].

The observation of stimulated oscillations of Raman phonons due to nonlinear phonon
couplings in ErFeO3 is interesting because the band gap of this material is large enough that the
role of electronic excitations in causing the light-induced dynamics can reasonably be ruled out.
The observation of Raman oscillations at only two frequencies also raises an interesting question.
Why are not the oscillations of other Raman Ag and B1g modes observed? It can be conjectured
that the respective nonlinear couplings are small or that the energy from the pumped IR modes
flows mostly to low frequency Raman modes. It would be illuminating to perform experimental
and theoretical studies that can clarify this issue. It would also be interesting to perform time-
resolved X-ray diffraction experiment to find out whether the lattice displaces along the Raman-
active phonon coordinates after a mid-IR pump in this material.

3.4. Transient switching of ferroelectricity

Although the capability to pump the IR-active phonons of transition metal oxides has been avail-
able since 2007 [20], a mechanism for switching ferroelectric order using nonlinear phononics
was not discussed until 2015 [19]. The main reason for this delay in tackling this problem was
a conceptual misunderstanding. Since the 1970s, nonlinear phonon couplings had been dis-
cussed in terms of ionic Raman scattering where excited IR-active phonons couple to Raman
phonons via QRQ2

IR or QRQIR1QIR2 couplings [11, 12]. In centrosymmetric crystals, only Raman-
active phonons, which do not break inversion symmetry, can couple to IR-active phonons at this
order. Because the atomic displacement pattern associated with a ferroelectric order parameter
derives from an unstable IR-active phonon, lattice displacements that change the ferroelectric
order parameter via nonlinear phononics was not explored. In 2015, Subedi pointed out that any
phonon mode QP that modifies the ferroelectric polarization is both Raman and IR active due
to the lack of inversion symmetry in ferroelectric materials [19]. Thus, a cubic-order coupling
is allowed between QP and any IR-active phonon that can be externally pumped. The question
is whether the coupling is large and causes displacement along the direction that switches the
ferroelectric order. This question was answered in the affirmative for the case of PbTiO3.

The displacement patterns of the lowest (QP) and highest (QIR) frequency phonon modes
of PbTiO3 are shown in Figure 6 (top). The calculated total energy as a function of the QP

coordinate for several values of the QIR coordinate is shown in Figure 6 (bottom). The minimum
of the energy curve for the QP coordinate shifts towards the switching direction for both positive
and negative values of the QIR coordinate, which reflects the presence of a QPQ2

IR nonlinear
coupling term. There is an asymmetry in energy as a function of the QP coordinate because
of the presence of a large Q3

P anharmonicity. Due to this anharmonic term, the minimum of
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Figure 6. Top: displacement patterns of (a) lowest-frequency QP and (b) highest-frequency
QIR modes of the ferroelectric phase of PbTiO3. Bottom: total energy as a function of the QP

coordinate for several values of the QIR coordinate. Reproduced from [19].

the QP coordinate suddenly jumps to a large negative when the value of the QIR coordinate is
continuously increased to large positive values. This causes an abrupt reversal of the ferroelectric
polarization without the magnitude of the polarization getting reduced to a value of zero. This
phenonmena is seen in the numerical solutions of the coupled equations of motions for the
QP and QIR coordinates in the presence of an external pump on the QIR mode as shown in
Figure 7.

The phenomenon of light-induced switching of ferroelectrics via nonlinear phononics pro-
posed by theory was partially confirmed by Mankowsky et al. [16]. They performed time-resolved
measurements of SHG intensity and phase of an 800 nm probe pulse after a mid-IR excitation
in LiNbO3 with a pump duration of 150 fs. Their result is shown in Figure 8. For pump fluences
smaller than 50 mJ/cm2, the SHG intensity decreased to a finite value before returning to the
equilibrium value. Above a threshold fluence of 60 mJ/cm2, the intensity vanished completely,
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Figure 7. Dynamics of the QP mode for three different pump amplitudes. Left panels: dis-
placements along QP coordinate as function of time delay. Right panels: Fourier transform
of the positive time delay oscillations. Damping effects have been neglected. Reproduced
from [19].

increased to a finite value, vanished completely again, and then relaxed to the equilibrium value.
Their measurement of the phase of the second-harmonic signal showed that the phase changed
by 180° whenever the SHG intensity vanished completely, which implies a temporary and partial
reversal of the ferroelectric polarization. Furthermore, as can be seen in Figure 8, the SHG inten-
sity also showed small modulations corresponding to the oscillations of the pumped IR-active
phonon, and this indicates that the IR-active phonon is coherently oscillating while the polar-
ization reversal is taking place. The state with switched polarization lasted only for 200 fs. Simi-
lar experiments with longer pump pulses are necessary to ascertain whether the switching lasts
for the duration of the pump pulse or the pump only causes large-amplitude oscillations of the
QP coordinate. In any case, even though Mankowsky et al. were not able to permanently switch
the electric polarization, their experiment confirms the theoretical prediction that a cubic-order
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Figure 8. Time-resolved second-harmonic intensity of LiNbO3 after a mid-IR pump. The
intensity is normalized to its value before excitation. Reproduced from [16].

nonlinear phonon coupling with a large magnitude and an appropriate sign exists in oxide ferro-
electrics that can reverse the electric polarization.

4. Symmetry breaking due to quartic coupling

4.1. Quartic coupling between a Raman and an IR phonon modes

Only cubic nonlinearities between phonon modes were discussed in the literature prior to 2014.
This was presumably because higher order nonlinearities were thought to be small when the
total energy of a crystal is expanded as a function of phonon coordinates. Subedi et al. pointed
out that quartic nonlinearities between two phonon modes can be large when cubic nonlinearity
is not allowed by symmetry [38]. In fact, a Q2

RQ2
IR term is the lowest order nonlinearity allowed by

symmetry when QR has a non-trivial irrep.
Such a large quartic order coupling was found in La2CuO4 between its B1g (18) and B3u(41)

phonon modes [38]. The B1g (18) mode changes the in-plane rotations of the CuO6 octahedra as
shown in Figure 9 (top), and the B3u(41) mode involves in-plane stretching of the Cu–O bonds.
The B1g (18) mode breaks the mx and my mirror symmetries. Therefore, the structures generated
by the positive and negative values of the B1g (18) coordinates are related by these symmetries,
and the total energy is symmetric as a function of the B1g (18) coordinate. Similarly, the B3u(41)
mode breaks the mz and inversion symmetries, and the total energy is also symmetric as a
function of the B3u(41) coordinate.

The calculated total energy surface as a function of the B1g (18) and B3u(41) coordinates is
shown in Figure 9 (bottom). It fits the expression

E(QR,QIR) = 1
2Ω

2
RQ2

R + 1
2Ω

2
IRQ2

IR + 1
4 a4Q4

R + 1
4 b4Q4

IR

− 1
2 gQ2

RQ2
IR, (3)

where QR and QIR denote the coordinates of the B1g (18) and B3u(41) modes, respectively. As ex-
pected, the calculated energy surface is even with respect to both B1g (18) and B3u(41) coordi-
nates, which is in contrast to the QRQ2

IR nonlinearity that is even only with respect to the IR
phonon coordinate. The energy curve of the B1g (18) coordinate softens as the value of the B3u(41)
coordinate is increased, and it develops a double well beyond a threshold value of the B3u(41) co-
ordinate. In (3), this is reflected by a positive value of the coupling coefficient g .

C. R. Physique — 2021, 22, n S2, 161-184



Alaska Subedi 175

Figure 9. Top: sketch of the atomic displacements corresponding to the B1g (18) Raman-
active phonon mode of La2CuO4. Bottom: total energy as a function of the B1g (18) coordi-
nate for several values of the B3u(41) coordinate. For visual clarity E(QR,QIR)−E(0,QIR) is
plotted so that all curves coincide at QR = 0. Reproduced from [38].

Since a finite value of the B3u(41) coordinate decreases the curvature of the energy curve of the
B1g (18) coordinate, this implies that frequency of the B1g (18) mode changes while the B3u(41) is
coherently oscillating. Furthermore, the B1g (18) mode should oscillate at a displaced position at
one of the local minima of the double-well potential beyond a critical value of the amplitue of
B3u(41) mode. This picture was confirmed by solving the coupled equations of motion of these
modes, which are

Q̈IR +Ω2
IRQIR = gQ2

RQIR −b4Q3
IR +F (t )

Q̈R +Ω2
RQR = 1

2 gQRQ2
IR −a4Q3

R. (4)

Here F (t ) = F sin(Ωt )e−t 2/2σ2
is the external pump term on the B3u(41) coordinate, and F , σ,

and Ω are the amplitude, width and frequency of the pump light pulse, respectively. Numerical
solutions of these equations revealed four qualitatively different behavior for the oscillations
of the B1g (18) mode, as depicted in Figure 10. The Raman mode oscillates about its local
minimum below a threshold value Fc of the external pump (Figure 10(a)). Near this threshold,
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Figure 10. Dynamics of the B1g (18) coordinate due to a quartic nonlinearity in La2CuO4.
Damping effects have been neglected. Reproduced from [38].

there is a narrow range where it makes a long period oscillation about the local maximum of the
double well potential, which is analogous to the Kapitza phenomenon for a vibrating pendulum
(Figure 10(b)). As the pump amplitude is increased further, it oscillates at a displaced position in
one of the minima of the double well (Figure 10(c)). At even larger values of the pump amplitude,
it again oscillates about the equilibrium position with a large amplitude that encompasses both
minima of the double well potential (Figure 10(d)).

Since B1g (18) mode breaks the mx and my mirror symmetries, the oscillations about the
displaced position in Figure 10(c) describe a light-induced dynamical symmetry breaking of
the crystal. This is a non-perturbative effect that occurs above a critical threshold of the pump
field. Although intense pump pulses with peak fields greater than 10 MV/cm are available these
days, experimental studies of this phenomenon in La2CuO4 have not yet been reported in the
literature.

4.2. Light induced ferroelectricity due to quartic coupling between two IR phonon modes

Quartic nonlinearities of the type Q2
1Q2

2 are allowed by symmetry between any two phonon
coordinates Q1 and Q2 because the square of an irrep is the trivial irrep. Therefore, two IR-active
phonon modes can also couple with each other. Subedi showed that such a nonlinearity can lead
to transiently induced ferroelectricity in strained KTaO3 [26]. This phenomenon was illustrated
for the case of 0.6% compressively strained KTaO3 by studying the dynamics of its two lowest-
frequency IR-active phonons when its highest-frequency IR-active phonon mode is pumped. The
two lowest-frequency phonon modes in this system have the irreps A2u and Eu . The A2u mode
with calculated frequency Ωlz = 20 cm−1 involves atomic motions along the z axis, whereas the
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Figure 11. Dynamics of the Qlz coordinate of strained KTaO3 after Qhx coordinate has been
pumped by an external pulse E with duration of 2 ps. The dynamics for four different values
of the peak electric field E0 (MV·cm−1) of the pump pulse are shown. Damping effects are
taken into account in this study. Reproduced from [26].

doubly degenerate Eu mode with frequency Ωlx = Ωly = 122 cm−1 causes the atoms to move in
the x y plane. The highest-frequency mode that should be pumped to induce ferroelectricity has
the irrep Eu with frequencyΩhx =Ωhy = 556 cm−1.

Total energy calculations as a function of the phonon coordinates showed that the highest-
frequency mode couples to the two lowest-frequency modes in this system with large quartic
nonlinearities. The coupling is such that the energy curve of the low-frequency Eu coordinate
Qlx stiffens, whereas the energy curve of the low-frequency Au coordinate Qlz softens when the
highest-frequency coordinate Qhx has a finite value. The calculated total energies as a function
of these three coordinates were fit to a polynomial. These coordinates were treated as classical
oscillators, and the fitted polynomial was used as their potential energy. The coupled equations
of motion in the presence of an external pump were numerically solved for several values of pump
intensities, and four such solutions for the Qlz coordinate is shown in Figure 11. Similar to the case
of Q2

RQ2
IR coupling in La2CuO4 discussed in the previous section, here also the lowest-frequency

QP coordinate oscillates about a local minimum above a pump threshold (Figures 11(b) and (c)).
Since the displacement along the QP coordinate breaks inversion symmetry, these calculations
show that light-induced ferroelectricity can be stabilized due to the Q2

PQ2
IR nonlinear coupling.

Nova et al. have pumped the highest-frequency IR-active phonon of paraelectric SrTiO3 [27].
They did not observe any second harmonic signal of an optical probe pulse from the sample after
it was pumped by a single mid-IR pulse, indicating that the sample remained paraelectric after
the mid-IR pump. However, when the sample was exposed to a mid-IR pump for several minutes,
the formation of a metastable ferroelectric state was inferred from a finite second harmonic
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Figure 12. Dynamics of the high-frequency QIR2 coordinate (denoted by A1(15)) after the
low-frequency QIR1 coordinate (denoted by A1(7)) is externally pumped. Reproduced
from [57].

signal of the probe pulse. The metastable ferroelectric state persisted for several hours after
being exposed to the mid-IR irradiation. Intriguingly, similar metastable ferroelectric state was
obtained by using teraherz pump [28]. This suggests that nonlinear phononics may not be the
cause of transient ferroelectricity in the experiment of Nova et al.

5. Phonon upconversion due to ionic Raman scattering

Majority of the experimental and theoretical investigations of the nonlinear phononics phenom-
ena have focused on pumping the high-frequency IR-active phonons of materials to induce dy-
namics along their low-frequency phonon modes. Juraschek and Maehrlein proposed that a phe-
nomenon analogous to sum frequency Raman scattering can occur due to a QIR1

Q2
IR2

nonlinear-
ity in a material with two IR-active phonons with the relationΩIR1 =ΩIR2 /2 [57]. They found that
when the low-frequency coordinate QIR1 is resonantly pumped, the cubic nonlinearity can cause
oscillations of the high-frequency coordinate QIR2 .

They considered the simplest form of nonlinear lattice potential V (QIR1 ,QIR2 ) =
(1/2)Ω2

IR1
Q2

IR1
+ (1/2)Ω2

IR2
Q2

IR2
+ cQIR1Q2

IR2
. This leads to the coupled equations of motions

Q̈IR1 +γIR1Q̇IR1 + (Ω2
IR1

+2cQIR2 )QIR1 = ZIR1 E(t ),

Q̈IR2 +γIR2Q̇IR2 +Ω2
IR2

QIR2 = cQ2
IR1

(t ). (5)

Here, γIR1 and γIR2 describe the damping of the QIR1 and QIR2 coordinates, respectively, and
ZIR1 denotes the mode effective charge of the low-frequency QIR1 coordinate. The results of
numerical solutions of these equations in the presence of a finite driving field E(t ) with frequency
ω0 = ΩIR1 is shown in Figure 12, which shows the high-frequency QIR2 mode oscillating due to
sum-frequency upconversion.

Kozina et al. have experimentally demonstrated this phenomenon in SrTiO3 [58]. When they
pumped the lowest-frequency transverse optic TO1 phonon of this material, they also observed
lattice oscillations at higher frequencies corresponding to the transverse optic TO2 and TO3

modes in time-resolved X-ray diffraction experiments. The TO1 mode has a frequency of 1.5–
2.5 THz depending on the sample temperature, whereas the TO2 and TO3 modes have frequen-
cies of 5.15 and 7.6 THz, respectively. This indicates that the phonon upconversion mechanism
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proposed by Juraschek and Maehrlein works even when the frequencies of the high-frequency
phonon modes are not integer multiples of the frequency of the pumped low-frequency phonon
mode.

6. Control of magnetism via nonlinear phononics

6.1. Magnon excitation via nonlinear magneto-phonon coupling in ErFeO3

ErFeO3 is an antiferromagnetic insulator with a small residual ferromagnetic moment that arises
due to a canting associated with the Dzyaloshinskii–Moriya interaction. Earlier in this review,
the observation of the Ag and B1g phonon modes after a mid-IR pump by Nova et al. was
discussed [14]. Interestingly, they also observed oscillations corresponding to a low-frequency
magnon when the B2u and B3u IR-active phonons were simultaneously excited. The B2u and B3u

modes are polarized along the b and a axes, respectively. Since a finite value of their respective
coordinates Q2u and Q3u leads to a formation of finite electrical dipole moments along the b
and a axes, respectively, simultaneous excitation of these modes using a circularly polarized
pulse should give rise to circulating charges inside the lattice. Nova et al. proposed that this
generates an effective magnetic field that excites the low-frequency magnon. Their scenario has
been supported by a microscopic theory based on first principles calculations [59].

6.2. Modifying the magnetic state of a material

Nonlinear phononics can coherently modify atomic distances inside a crystal. In magnetic
materials, this can also alter exchange interactions, and a modified magnetic state might get
stabilized in the light-induced transient state. Fechner et al. have theoretically proposed that
the equilibrium antiferromagnetic ordering of Cr2O3 gets modified to another antiferromagnetic
ordering with ferromagnetically coupled nearest-neighbor spins when its high-frequency IR-
active phonon mode with the irrep Au is externally pumped [60]. This occurs because the Cr–Cr
distances increase in the transient state as a result of the displacement along an Ag Raman mode
due to a QRQ2

IR nonlinearity. Similar modification of the equilibrium magnetic state to a hidden
antiferromagnetic state has been proposed in the rare-earth titantes by Gu and Rondinelli [61]
and Khalsa and Benedek [62].

More interestingly, Radaelli has proposed that ferroelectricity and ferromagnetism can be
induced in piezoelectric and piezomagnetic materials, respectively, by simultaneously pumping
the orthogonal components Qx

IR and Q y
IR of a doubly degenerate IR-active mode with the irrep

Eu [40]. The metastable states occur because the simultaneous pumping of the orthogonal
components causes a displacement along a Raman-active phonon mode with a nontrival irrep
due to a Qx y

R Qx
IRQ y

IR nonlinearity. It was shown that the displacement along the Raman coordinate
Qx y

R , which transforms as x y , is given by

Qx y
IR ∝ 2Qx

IR,maxQ y
IR,max cos∆φ

∝ 2Ex Ey cos∆φ. (6)

Here Qx
IR,max and Q y

IR,max are the amplitudes of the Qx
IR and Q y

IR modes, respectively. Ex and Ey

are the magnitudes of the electric fields used to pump the Qx
IR and Q y

IR modes, respectively, and
∆φ is their phase difference. Because the displacement along the Qx y

IR coordinate is proportional
to cos∆φ, Qx y

IR has a finite value only when the orthogonal components of Eu are pumped in-
phase or out-of-phase. Furthermore, the displacement along Qx y

R coordinate switches direction
wherever the phase difference changes by π. Thus, the Qx y

R Qx
IRQ y

IR nonlinearity can induce fer-
roelectricity or ferromagnetism if the ferroelectric polarization or ferromagnetic moment is pro-
portional to the Qx y

R coordinate, and the direction of the induced ferroelectric or ferromagnetic
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Figure 13. A (top): Depiction of mid-IR pump-Faraday rotation probe setup. A (bottom):
Faraday rotation in CoF2 after a 12 THz pump for two polarizations of the pump pulses
(+45° and −45°. B (top): Depiction of mid-IR pump-circular dichroism probe setup. B (bot-
tom): The relative change in transmission for left (dark blue) and right (light blue) circular
polarized probe pulses. Reproduced from [42].

moment can be controlled by changing the phase difference of the pump pulse. Radaelli has sug-
gested that peizoelectric BPO4 and piezomagnetic CoF2 are candidate materials where this type
of ferroelectricity and ferromagnetism can be induced, respectively, using nonlinear phononics.

Disa et al. have recently demonstrated this phenomena in CoF2 [42]. This material is a
compensated antiferromagnet below TN = 39 K, and an application of a strain along the [110]
direction induces a ferrimagnetic state with a finite magnetic moment. They were able to stabilize
a similar ferrimagnetic state by simultaneously pumping the orthogonal components of its
high-frequency IR-active phonon with the irrep Eu , which should displace the lattice along a
Raman-active phonon with the irrep B2g due to the Qx y

R Qx
IRQ y

IR nonlinearity. A displacement
along the B2g mode causes one set of Co–F distances in the material to lengthen while Co–F
distances in another sublattice shortens, and this is responsible for the uncompensation of Co
moments. The presence of a finite net magnetic moment in the transient state was confirmed by
time-resolved measurements of the Faraday rotation and circular dicroism of probe pulses. As
shown in Figure 13, a pump-induced magnetic signal was immediately observed, which changed
sign after 7 ps. After the sign reversal, the magnetic signal continued to grow until it reached
its maximum value at 200 ps. The reason for such a long-lived magnetic signal has not been
completely understood. One possibility proposed by Disa et al. is that the transient displacement
along the Raman-active phonon coordinate is reinforced by induced magnetic moment. Time-
resolved X-ray diffraction studies should help in understanding this long-lived metastable state
by clarifying the nature of the structural distortions in the light-induced phase. In particular,
oscillations and displacements along the B2g coordinate should be observed while the Qx

IR and
Q y

IR coordinates are simultaneously oscillating to confirm that the transient ferrimagnetism is
due to nonlinear phononics.
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7. Conclusions

In summary, nonlinear phononics is an emerging field that has the potential to develop as a pow-
erful method for controlling materials by stabilizing novel crystal structures that cannot be ac-
cessed in equilibrium. This is made possible by coherent atomic displacements along a set of
phonon coordinates after a selective excitation of the IR-active phonons of a material, and it
contrasts with the incoherent atomic motions that result from heating. Nonlinear coupling of
the pumped IR-active phonon to other phonons is the microscopic mechanism responsible for
the coherent lattice displacement. Intense mid-IR pump pulses are now available, and mid-IR
light-induced control of materials properties have been demonstrated in pump–probe experi-
ments. Nevertheless, this field is still in infancy compared to the pump–probe experimental ac-
tivities that are performed in chemistry laboratories. 2D pump–probe spectroscopy experiments
are routinely used by chemists to directly observe simultaneous excitations of the pumped vibra-
tional mode as well as other modes that are excited due to nonlinear couplings. The nonlinearity
between different vibrational modes are reflected by the presence of off-diagonal signals in 2D
spectroscopy, and they can be used to quantify the nonlinear couplings. Mid-IR pump-second
harmonic probe experiments similar to 2D spectroscopy have been recently performed on the
wide band gap insulator LiNbO3, and they have demonstrated simultaneous oscillations of the
pumped IR-active mode while the lattice gets displaced along a Raman-active phonon coordi-
nate. Several mid-IR pump induced phase transitions have been attributed to coherent lattice
displacements due to nonlinear phononics, including insulator–metal transitions and melting of
spin and orbital orders. Mid-IR pump-induced increase in reflectivity have also been reported in
several superconductors, and they have been interpreted as signatures of light-enhanced super-
conductivity. However, excitations of the pumped mode have not been experimentally demon-
strated in these experiments. More experimental studies that directly measure the nonlinear
phonon couplings between the pumped phonon and other active phonon degrees of freedom
would put this field on a stronger footing.

A microscopic theory based on first principles calculations of nonlinear phonon couplings
has been developed to study the dynamics of a material when its IR-active phonons are selec-
tively pumped. In addition to the cubic nonlinearities discussed in the 1970s, quartic nonlin-
earities with large coupling coefficients that can stabilize a symmetry-broken phase beyond a
threshold value of the pump intensity has been found using this theoretical approach. Theoreti-
cal studies have also proposed light-induced reversal of ferroelectric polarization, ferroelectricity
in paraelectrics and ferromagnetism in antiferromagnets, and these predictions have been par-
tially confirmed by experiments. Cavity control of nonlinear couplings and phono-magneto ana-
log of opto-magneto effect have been shown to be feasible by calculations. Their experimental
realizations would confirm that nonlinear phononics is truly a novel way to control the physical
properties of materials.
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